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Abstract of the contribution: This paper discusses Network Parameters Configuration by IoT Platforms as it relates to the incoming LS from SA6 (S2-2210208/ S6-220375).
1.
 Discussion

This discussion paper is about how to reply to the LS on Network Parameters Configuration by IoT Platforms from SA6 (S2-2210208/ S6-220375).

The incoming LS relates to 3GPP TS 23.502 clause 4.15.6.3a which specifies UDM behavior when multiple Network Configuration requests are received, as.:

“If the UDM received multiple Network Configuration requests, the UDM shall accept the request as long as the Maximum Latency (if received) and/or the Maximum Response Time (if received) are within the range defined by operator policies. The UDM shall use the minimum value of Maximum Latency(s) to derive the subscribed periodic registration timer and use the maximum value of Maximum Response Time(s) to derive the subscribed Active Time as specified in step 2 of clause 4.15.3.2.3b. “

Observation 1: 3GPP TS 23.502 clause 4.15.6.3a specifies how the UDM can derive a valid configuration when multiple Network Configuration requests with potentially inconsistent parameter values are received.
3GPP TS 29.122 clauses 4.4.2.5 and 4.4.12.4 detail the NP configuration notification mechanism. When this feature is supported, SCEF/NEF sends NP configuration notifications to the subscribed AS. This CN mechanism enables servers to be notified when an existing configuration is changed and to receive the new configuration (which could otherwise be obtained via monitoring). This mechanism allows ASs to potentially adjust to new configurations, but it does not provide a harmonized configuration, or the means to achieve one. In addition, 3GPP TR 23.700-97 notes that the NP configuration notification mechanism can be used by the SA6 solution.

Observation 2 NP configuration notifications provide a mechanism for informing servers of potentially inconsistent parameter settings but not for deriving a common configuration.
In the LS, SA6 points to an application-layer solution to consolidate network parameter configurations for several ASs, before sending a unified network parameter configuration to the CN. The aggregation of the parameters can be based on service-level configuration available to the aggregating server, in this case an IoT Platform (i.e. IoT-PCS Server). 

In the SA6 discussions and the TR text it was clarified that the IoT-PCS Server is capable to provide this functionality due to its unique role in the system, IoT Platforms are configured with policies specifically for the purpose of optimizing and harmonizing the deployment. The set of servers using the platform generally provide services to a common set of UEs and for related purposes. Therefore, policies for optimization and harmonization of the IoT application servers are commonly available at the IoT-PCS servers. The example provided in the LS includes service-level conditions such as an alarm state of the platform, which may be determined e.g. by service state of another platform server. An example policy may specify that under certain service conditions (e.g. alarm) Based on such service conditions  only one AS configuration should be applied.
Observation 3: The solution for aggregation of network parameter configurations in the SA6 solution allows for the derivation of a common network parameter configuration in very specific cases (i.e., IoT Applications deployed behind an IoT-PCS Server), based on SA6 application-level information for multiple, service-related servers.
Observation 4: If the IoT-PCS Server derives a common parameter configuration for the related servers,  the NEF would not receive multiple parameter sets and would therefore not need to derive a parameter set from multiple parameter sets.
In some scenarios, it is still beneficial for the NEF to be able to derive a parameter set from multiple parameter sets, namely:

· Deployments without IoT Platforms (i.e. without IoT-PCS Servers)

· Deployments with multiple IoT-PCS Servers deployed
· Deployments with AS deployed additionally/externally to an IoT Platform. 
Observation 5: Outside the cases/ deployments which can employ the SA6 solution in 3GPP TS 23.700-97 clause 5.7, the specification in 3GPP TS 23.502 clause 4.15.6.3a remains applicable.
From the discussion points and observations above, we conclude that there are no coexistence issues between the SA6 solution in clause 5.7 of 3GPP TR 23.700-97 V 1.1.0 and the existing SA2 mechanism.
Proposal:

It is proposed that SA2 agrees to the following responses for  the SA6 questions in S2-2210208/ S6-220375:
Question: 

i. Whether SA2 is planning to address different network parameter configurations aggregation methods based on  Application Server requests.
Answer:

3GPP SA2 has no Rel-18 plans to address different network parameter configurations aggregation methods based on Application Server requests.
Question: 
ii. Whether it is feasible to have an SA6 solution for aggregation of network parameter configurations coexisting with and different from the existing SA2 mechanisms, or with any upcoming ones based on (i).

Answer:

3GPP SA2 has found no coexistence issues between the SA6 solution in clause 5.7 of 3GPP TR 23.700-97 V 1.1.0 and the existing SA2 mechanisms.
