

SA WG2 Temporary Document
Page 1

[bookmark: _GoBack]3GPP TSG-WG SA2 Meeting #154 	S2-2210702
Toulouse, France, November 14 – 18, 2022	(revision of S2-220xxxx)

Source:	Huawei, HiSilicon
Title:	KI#8: Update of Conclusions
Document for:	Approval
Agenda Item:	9.23
Work Item / Release:	FS_eNA_Ph3 / Rel-18
Abstract: This contribution proposes to resolve the EN in the conclusion for KI#8.
1. Introduction/Discussion
There is an EN as below to be resolved for KI#8.
	   Editor's note:	Accuracy-In-Training, Accuracy-in-Use terms needs further definition.
As known in the AI community,
· A training data set is a data set used during the learning process to fit the parameters of the ML model, and the training data set includes both input data and corresponding labels. 
· A test data set is a data set that is independent of the training data set. The test data set includes input data and corresponding ground truth data, i.e. the corresponding observed true events. 
· Accuracy is an evaluation indicator reflecting the deviation of the inference result based on the model from the true data (i.e. the ground truth in the test data set or the labels in the training data set). The percentage of correct inference results in the total data set is defined as the accuracy of the model.
As described in the solution#69, there are two kinds of Accuracy, i.e. Accuracy-In-Training and Accuracy-In-Use. When the model is applied with the training data set for inference, the NWDAF gets the Accuracy of the model by comparing the inference results derived by the input data with the corresponding labels in the training data set, which is named as the Accuracy-In-Training. When the model is applied with the test data set for inference, the NWDAF gets the Accuracy of the model by comparing the inference results derived by the input data with the corresponding ground truth in the test data set, which is named as the Accuracy-In-Use.
For a ML model, if the characteristic of the test data set is similar as that of the training data set, the Accuracy-In-Use is predictably equal with the Accuracy-In-Training within a certain range of deviations. On the other hand, if the Accuracy-In-Use is much different from the Accuracy-In-Training, it implies that the characteristic of the test data set is different from that of the training data set. Based on this, the NWDAF can determine whether the client NWDAF using the training data set is appropriate or not to contribute to the federated learning of the model for a specific Analytics ID.
Based on this, the above EN in the conclusion for KI#8 can be resolved.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-81.
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[bookmark: _Toc117509223][bookmark: _Toc113350368]8.8	Key Issue #8: Supporting Federated Learning in 5GC
In conclusion, KI #8 proposes the following principles:
Principle 1: NWDAF containing MTLF as FL server or FL clients register to NRF with their FL related information, including Analytics ID(s), Address information, FL capability Type (i.e. FL server or FL clients) , and Service Area, etc.
NOTE 1:	The meaning and usage of FL capability type, including FL server and FL client capability, are left to the normative phase to be determined.
Principle 2: NWDAF containing MTLF determines ML model requires FL based on Analytic ID, Service Area/DNAI or data not available directly from data producer NF (e.g. due to privacy reasons).
Principle 3: If NWDAF containing MTLF as FL sever determines ML model requires FL, the FL Server discovers and selects other NWDAF(s) containing MTLF as FL Client(s) from NRF. The following criteria are used for discovering a FL Client:
-	Analytic ID of the ML model required.
-	FL client capability.
-	Service Area.
-	Data available by the FL Client.
-	Time Period of Interest.
Principle 4: If NWDAF containing MTLF without FL server capability determines ML model requires FL, the MTLF discovers and selects FL sever from NRF. The following criteria are used for discovering a FL server:
-	Analytic ID of the ML model required.
-	Model filter information as defined in TS 23.288 [5].
-	FL sever capability.
-	If FL server is currently doing a FL for the Analytics ID.
-	Time Period of Interest.
-	Service Area.
Principle 5: NWDAF containing MTLF as FL server may determine the final list of NWDAF containing MTLF as FL clients via initial FL request to FL clients to determine the availability and compatibility of the FL clients. During the FL procedure, the NWDAF containing MTLF as FL server may trigger reselection, addition or removal of FL clients and may issue a new FL client discovery via NRF, based on local policy or status of FL clients, e.g. load, availability, capability, latency, etc. FL clients can join or quit FL operation dynamically in the execution phase. In addition, the NWDAF containing MTLF as FL Server can monitor the accuracy level of the trained model, and exclude a Client NWDAF from the FL group if the Accuracy-in-Training of the initial/common model calculated by the Client NWDAF is much different from the Accuracy-in-Use calculated by the AnLF. The Accuracy-in-Training and Accuracy-in-Use are defined as follows:
-	The Accuracy-in-Training of a model is the percentage of the correct inference results, when the NWDAF containing MTLF applies the model on the training data set.

-	The Accuracy-in-Use of a model is the percentage of correct predictions, when the NWDAF containing AnLF uses the model to derive inference based on data collection.
Editor's note:	Accuracy-In-Training, Accuracy-in-Use terms needs further definition.
Principle 6: NWDAF containing MTLF as FL Server exchanges FL training related information with NWDAF containing MTLF as FL Client. The FL training related information may contain the guideline information for the iterative FL training procedures between FL Server and FL Clients, the guideline information includes maximum response time for FL client to provide interim local ML model information. The FL Server provides to the FL client the initial ML model information to train the local ML Model, the FL client provides interim local ML model information back to FL Server during FL procedure, and the FL Server provides to the FL client the updated ML model information. Regarding the details information that FL server provides to the FL client, the conclusion should be aligned with KI #5, when it comes to the model sharing and interoperability between FL server and FL clients.
NOTE 2:	The FL training related information provided from the FL Server to the FL client is aligned with the conclusion of KI#5.
Principle 7: The services to enable the FL based ML model training should be generic enough for all ML model training mechanisms which require service provider trains the ML model provided by the service consumer.
NOTE 3:	In this release of the specification, the service provider and consumer are limited to NWDAF containing MTLF.
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