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Abstract of the contribution: This contribution introduces data source rating in the conclusions related to KI#1.

[bookmark: _Hlk514274591]1		Discussion
According to the evaluation of the solutions in section 7.1 of the TR the following solutions propose techniques for ML model accuracy management by providing information about the datasets used to train ML models:
Dataset properties and ML model accuracy management
Solutions #2, #3, #33, #35, #61, and #63 propose technics for ML model accuracy management by providing information about the datasets used to train ML models.
Solution #2 is applicable to the Service Experience analytics ID. The solution proposes that when the AF provides Service Experience Information for a group UEs, the AF also provides a "Service Experience Contribution Weight" with each UE's Service Experience value. The "Service Experience Contribution Weight" is determined by the AF and indicates the relative importance of each UE's Service Experience. This information can be used by the NWDAF containing MTLF to include more important values when predictions are generated.
Solution #3 is about calculation of ML model validation in NWDAF containing MTLF (Accuracy in Training) and then ML model accuracy measurement in NWDAF containing AnLF. Then, NWDAF containing AnLF collects the actual data and reports the measured accuracy (Accuracy in Use) as feedback to NWDAF containing MTLF. Diverging between these two values is detected by NWDAF containing AnLF and will be a sign that NWDAF containing MTLF needs to take action to improve the analysed ML model. This solution can be useful to increase the quality of ML models trained by NWDAF containing MTLF where a metric can be used to evaluate the ML model's performance dynamically. However, the usage of Accuracy in Use needs to be elaborated in a clearer way, for example, it is not clear how to detect that the actions of the NFs based on predictions modify the result of a prediction, thus, invalidating the input for the Accuracy in Use.
Solution #33 introduces a way for a service consumer to request corrections, in time, of analytics predictions NWDAF will then send corrected predictions within a time window to the service consumer.
Solution #35 discusses a way to further classify a AoI into sub-areas with different properties. A service consumer subscribes to the area monitoring analytics service from NWDAF and NWDAF will provide information about expected environment properties. Also, NWDAF subscribes to a service to receive an identifier associated to the properties of the monitored area. Areas with similar properties will be associated to the same ID. The benefits consist in enabling the re-use of ML models based on similarity of input data sets, rather than based only on same AOI.
Solution #61 considers further training of an existing ML model instead of training a new ML model. The solution assumes that previously training ML models are stored in ADRF which are referred as historical ML models. Such historical ML models are then trained with extra data to increase the accuracy and extending the spatial validity of and ML model. A further trained ML model is then provisioned by NWDAF containing MTLF to NWDAF containing AnLF. A further training process is initiated if no exact match for an ML model with respect to the filter information from a service consumer is found in ADRF. For instance, if filter information limits the analytics report to TA-1,2 NWDAF containing MTLF looks for historical ML models with the same TA, and if it didn't find a match but an ML model with TA-1,3 is found, then the model will be further trained to cover TA-1,2,3. Furthermore, NWDAF containing MTLF should be able to modify the ML filter information received from the NWDAF containing AnLF. When the training is completed, NWDAF containing MTLF will store the ML model in ADRF which can be provisioned to NWDAF containing AnLF for inference.
Solution #63 proposes a rating mechanism for 3rd party data sources. It is proposed that the quality of the data needs to be checked and shall not be consumed by the NWDAF MTLF especially if there is a significant change in the data distribution or if there is a significant drift between predictions and ground truth data. There are two ways to conduct the data source performance monitoring and report:
Option 1: A service consumer evaluates the quality of an analytics report on behalf of NWDAF containing AnLF and reports back the result of evaluation to NWDAF containing AnLF.
Option 2: NWDAF containing MTLF performs an evaluation process on an ML model and informs NWDAF containing AnLF if any degradation is detected. Finally, NWDAF containing MTLF asks NWDAF containing AnLF for validation check of data sources.
In providing information about the datasets used to train ML models a rating mechanism can assist in characterizing the quality of the adopted data sources, especially when these data sources are related to a 3rd party.   
It is important to clarify and agree on which NWDAF such a data rating shall take place, i.e., NWDAF containing AnLF or NWDAF containing MTLF, and what type of evaluation information shall be considered. The following data source evaluation options are proposed to be agreed:
· Local estimation/calculation between the predicted and ground-truth data that can take place in either NWDAF containing the AnLF or the NWDAF containing the MTLF

· Analytics consumer feedback related to the received analytics service 

· Provided explicitly by the AF in the form of weights    
When NWDAF identifies a performance drift or receives feedback from an analytics consumer that the performance of the received analytics is not as expected, it requests and receives supplementary data from different data sources (if available) to verify the data source quality or correctness. The NWDAF can then rate the quality of these data sources.
As part of the conclusions, it is proposed to clarify that rating a data source can be provided by NWDAF. Further details on how the NWDAF uses the data source rating can be described during the normative phase.


2		Proposal
The following is proposed.
******************************** First change *******************************
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For KI#1, it proposes the following principles:
General aspects:
-	Analytics consumers and AnLF may indicate a "Use case context" when subscribing to or requesting analytics or ML model(s), respectively. The values of this parameter will not be standardized. The actions of the NWDAF based on the use case context are out of scope of 3GPP/implementation specific.
-	NWDAF has the accuracy checking capability of analytics IDs and/or ML models, where NWDAF can store for a period of time the necessary information to determine the analytics IDs and/or ML model accuracy and provide the accuracy information to consumers when requested or use it for its internal processes.
-	An NWDAF containing AnLF NWDAF with accuracy checking capability is able to provide or notify the accuracy information of Analytics IDs to the consumers of such service.
-	An NWDAF containing MTLF NWDAF with accuracy checking capability is able to provide or notify the ML model accuracy degradation to the consumers of such service.
Editor's note:	It is FFS if consumers of AnLF and MTLF services can generate and request storage of performance information in such a way that other service consumers can retrieve it.
Input of accuracy check:
-	ML Model accuracy improvement can be achieved by comparing prediction using the current trained ML model and its corresponding ground truth data i.e. the corresponding true observed events.
-	The MTLF is to reselect a new ML model or retrain the existing ML model that provided to the AnLF when it determines ML model degradation by either:
-	MTLF determining ML model degradation by collecting new test data (including input data, ground truth data and the corresponding inference) and testing the ML model accuracy. MTLF can compute accuracy by comparing the predictions and the corresponding ground truth data.
NOTE 1:	Input data is the necessary data which is collected by AnLF to perform inference to generate prediction and the ground truth data is the actual measured data which corresponds toa prediction.
-	MTLF can collect data for monitoring purposes from AnLF, ADRF or other NF. When ADRF is used, the MTLF can retrieve the data by specifying in the request the DataSetTag.
NOTE 2:	The DataSetTag is defined from the conclusions of KI#4.
-	MTLF subscribes to AnLF, that is registered in MTLF with its accuracy monitoring for a model provided by that MTLF, for getting notifications of the accuracy degradation of the analytics generated by the model, where the AnLF determines accuracy information based on any of the following:
Editor's note:	The analytics consumer NF making some decision may change the trend indicated by the prediction output. The analytics consumer NF may provide a unified feedback related to the effect of an analytics on the changes in network status after the consumption of analytics. How to define such unified feedback and based on which logic is FFS.
-	Comparing predictions and its corresponding ground truth data.
NOTE 3:	The ground truth data and the corresponding prediction is to be defined per Analytics ID.
-	Comparing changes in internal configuration for the analytics ID generation (e.g. data collection parameters).
-	Previous existent records of analytics accuracy information.
-	AnLF/MTLF can evaluate the quality of the data from the 3rd party data sources for input data selection.
Triggers of performance check:
-	MTLF with accuracy checking capability of ML models can trigger the analytics accuracy checking based on its internal logic or configuration which may require to subscribe events, i.e. a change in the policy and/or a change in the subscription data for Target of ML Model Reporting, etc.
-	When requesting an ML model via the MLModelProvision service, the AnLF can specify in the request the additional parameters indicating the need for ML model accuracy check.
-	When MTLF provides an ML model to an AnLF, the MTLF requests/subscribes AnLF to determine accuracy of the analytics generated from that model by comparing predictions and its corresponding ground truth data, if the AnLF indicates it can provide accuracy feedback.
-	An analytics consumer may request or subscribe to accuracy information about Analytics ID(s) from the AnLF with the performance checking capabilities. Accuracy information can be included in an accuracy report, scoped in the same way as Analytics requests are scoped, i.e. per Analytics ID, for a specific area, slice, (group of) UEs, in a given time window, etc. Such request or subscription triggers the monitoring and check of Analytics ID(s) and generation of analytics accuracy information.
Actions after accuracy check:
-	When accuracy information includes an indication that the accuracy of the analytics does not meet the consumer's requirements, the analytics consumer may stop using analytics for a period of time or obtain new analytics.
	In addition, accuracy information may also include updated analytics for the provided analytics ID, if the updated analytics is able to be generated within the correction time period.
-	When accuracy information includes indications for the NF to stop or pause the consumption of the analytics, the NF may unsubscribe to the analytics ID, or provide an indication to AnLF that it is pausing an existing subscription of the analytics ID. Once AnLF determines the accuracy of the analytics is improved to meet the consumer's requirements for an analytics ID, the AnLF may notify the NF consumer with an indication for resuming consumption of analytics ID.
-	NF consumers of Analytics ID(s) upon receiving an accuracy information from an AnLF may request a pause or resume of notification from existing subscriptions.
-	NWDAF can rate 3rd party data sources based on data source performance monitoring and reporting. Monitoring can be performed by NWDAF containing MTLF considering the data distribution or data drift, (i.e., between predictions and ground truth data) or alternatively by the NWDAF containing AnLF considering either the data drift or the evaluation feedback provided by service consumer. As possible input to allow NWDAF rate data sources, an AF can explicitly indicate the accuracy of a data source by introducing a weight. 

Other aspects:
-	In order to improve correctness of NWDAF Service Experience analytics, the AF may provide "Service Experience Contribution Weights" to the NWDAF as described in Solution #2.
-	Providing Multiple ML models to AnLF may help improve Analytics accuracy. In this case, each ML model shall indicate the providing MTLF and is assigned a unique ML Model identifier (i.e. unique within a PLMN) by the providing MTLF.
NOTE 4:	The structure and format of the ML Model identifier and its uniqueness are up to stage 3.
-	When requesting an ML model via the MLModelProvision service, the AnLF can specify in the request the information about input data type to assist MTLF in the ML model selection.
Editor's note:	It is FFS if data granularity also included in the request.
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