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1 Discussion
This pCR aims at correcting and updating the conclusion documented in clause 8.4 regarding the ML model storage in ADRF that can be misinterpreted in the normative implementation phase for Rel-18. 
1. With respect to the following conclusion agreed in SA2#153e meeting, 
8.	MTLF sends the ML model address to ADRF by triggering ADRF's ML model storage service, according to Rel-17, with no additional parameters to ADRF. A URL where the model file is stored in the ADRF is included in the response from ADRF to MTLF.
The ADRF services as defined in Rel-17 address only the Data Management services and does not have any support for ADRF ML model storage services. But the conclusion documented in TR 23.700-81 in clause 8.4 in its current form may be misinterpreted that the ADRF ML model storage services are already defined in Rel-17.
Observation 1: There is no support for ADRF ML model storage service as defined currently in TS 23.288 clause 10. 
Proposal 1: Rewording to clarify that MTLF sends the ML model address to ADRF by triggering ADRF's ML model storage service. New ADRF service needs to be defined in Rel-18 to support storage of ML model in ADRF as requested by NWDAF containing MTLF.
2. With respect to the following conclusion agreed in SA2#153e meeting, 
7.	For storing ML models in ADRF, MTLF can store ML model in ADRF based on MTLF policy. ADRF shall not duplicate the functionality provided by MLModelProvision Service.
The MLModelProvision service in TS 23.288 clause 7.5 is defined as service provided by the NWDAF. As described in clause 7.5.1, the service is defined for an NWDAF containing AnLF (as consumer of this service) and NWDAF containing MTLF (as provider of this service) only in Rel-17.  With this context, the highlighted text in the conclusion documented in clause 8.4 of TR 23,700-81 lacks clarity on what is meant by duplicating the functionality as ADRF is a completely different NF (as compared to NWDAF) and the new service that needs to be defined in Rel-18 is with respect to ML model storage in ADRF. 
Observation 2: Lacks clarity on what is meant by duplicating the functionality provided by MLModelProvision Service as described in clause 8.4.
Proposal 2: Delete the following sentence from the conclusion documented in clause 8.4 - ADRF shall not duplicate the functionality provided by MLModelProvision Service.
3. The conclusion documented so far only includes the storage of ML model in ADRF and there is no conclusion on the ML model retrieval from the ADRF i.e., which NF is allowed to retrieve an ML model stored in the ADRF? Few questions that need to be address as part of this conclusion discussion are: 
· (A)Should an NWDAF containing MTLF that stores a ML model in ADRF be the only NF allowed to retrieve the stored the ML model? 
· (B)When an NWDAF containing MTLF (referred to as NWDAF 1) stores an ML model in ADRF, in addition to NWDAF 1, should other NWDAF containing MTLF in the network be allowed to retrieve the ML model stored in ADRF by NWDAF 1? 
· (C) When an NWDAF containing MTLF (referred to as NWDAF 1) stores an ML model in ADRF, in addition to NWDAF 1, should other NWDAF containing AnLF in the network be allowed to retrieve the ML model stored in ADRF by NWDAF 1? 
We propose to update the conclusion to include both A and B with the following justification.
Considering principle 5 and principle 6 documented in conclusion for KI#8 (Support Federated Learning for 5GC) as given below, it is beneficial to support storage and retrieval of global/initial ML model (provided by the NWDAF MTLF FL Server) in a central repository such as the ADRF. The FL Server is required to distribute the same global model to all the NWDAF MTLF FL Client in each iteration of FL training, which would be used by the FL client to train on the local data available at the FL Client. The NWDAF MTLF FL client retrieves the global ML model from the ADRF (the global ML model stored in ADRF by the MTLF FL Server) for FL training by providing the unique ML model identifier as defined in KI#1 conclusion.
Principle 5: NWDAF containing MTLF as FL server may determine the final list of NWDAF containing MTLF as FL clients via initial FL request to FL clients to determine the availability and compatibility of the FL clients. During the FL procedure, the NWDAF containing MTLF as FL server may trigger reselection, addition or removal of FL clients and may issue a new FL client discovery via NRF, based on local policy or status of FL clients, e.g. load, availability, capability, latency, etc. FL clients can join or quit FL operation dynamically in the execution phase. In addition, the NWDAF containing MTLF as FL Server can monitor the accuracy level of the trained model, and exclude a Client NWDAF from the FL group if the Accuracy-in-Training of the initial/common model calculated by the Client NWDAF is much different from the Accuracy-in-Use calculated by the AnLF.
Editor's note:	Accuracy-In-Training, Accuracy-in-Use terms needs further definition.
Principle 6: NWDAF containing MTLF as FL Server exchanges FL training related information with NWDAF containing MTLF as FL Client. The FL training related information may contain the guideline information for the iterative FL training procedures between FL Server and FL Clients, the guideline information includes maximum response time for FL client to provide interim local ML model information. The FL Server provides to the FL client the initial ML model information to train the local ML Model, the FL client provides interim local ML model information back to FL Server during FL procedure, and the FL Server provides to the FL client the updated ML model information. Regarding the details information that FL server provides to the FL client, the conclusion should be aligned with KI #5, when it comes to the model sharing and interoperability between FL server and FL clients.
NOTE 2:	The FL training related information provided from the FL Server to the FL client is aligned with the conclusion of KI#5.
Observation 3: There is no conclusion on the ML model retrieval from the ADRF in Rel-18. 
Proposal 3: It is proposed to update the conclusion as follows - MTLF retrieves the ML model from ADRF by triggering ADRF ML model retrieval service by providing the unique ML Model identifier as input to the ADRF.
2 Proposal
[bookmark: _Hlk513714389][bookmark: _Hlk93055440]It is proposed to update TR 23.700-81 as follows.

Start of change
[bookmark: _Toc113350364][bookmark: _Toc117509219]8.4	Key Issue #4: How to Enhance Data collection and Storage
1.	For Managing Impact of storing data in NFp during muting, Solutions #41 and #45 are adopted for normative work.
2.	For ADRF / NWDAF Data Storage Management, a consumer may request data deletion alert and provide life time of the data to the ADRF. NWDAF or ADRF may be configured with operator policies for data storage as defined in Solution#46.
3.	Data records can be stored at ADRF with an associated DataSetTag. The DataSetTag can be used to retrieve the whole set of data records associated to such tag. The DataSetTag may be included in the service requests to AnLF and MTLF to indicate the data set to be used by the AnLF, respectively by MTLF.
4.	Data can be stored at and retrieved from ADRF using techniques of data compression and/or data synthesis. The DSC indicator is used to represent the technique of data compression and/or data synthesis. The value of DSC is up to vendor agreement and up to implementation. How to support data transportation using the techniques of data compression and/or data synthesis is out of the scope of 3GPP.
NOTE 1:	How DSC is conveyed in the SBI message is up to Stage-3 design.
5.	To optimize the reporting of network data, data can be reported according to a non-fixed sampling ratio. Data consumer can indicate the non-fixed sample ratio in the data subscription request. Data consumer can update the data sampling ratio dynamically by updating the data subscription. Data provider can use different sampling ratio according to local configuration and provide the sampling ratio info in the data notifications to the data consumer.
6.	Normative change (only impacting stage 2) is recommended to allow NWDAF to register in the UDM for the served UE, also for Analytics IDs that are not UE-related, as defined in Solution #65.
7.	For storing ML models in ADRF, MTLF can store ML model in ADRF based on MTLF policy. ADRF shall not duplicate the functionality provided by MLModelProvision Service.
8.	MTLF sends the ML model address to ADRF by triggering ADRF's ML model storage service, according to Rel-17, with no additional parameters to ADRF. A URL where the model file is stored in the ADRF is included in the response from ADRF to MTLF.
9.  MTLF retrieves the ML model from ADRF by triggering ADRF ML model retrieval service by providing the unique ML Model identifier as input to the ADRF. 
NOTE 2:	Whether the ADRF further downloads the ML model based on the ML model address and locally stores the ML model is left for implementation.
NOTE 3:	When storing ML models and retrieving ML models at the ADRF, whether and which additional security-related parameters need to be sent by MTLF to ADRF are to be determined with SA WG3.
NOTE 4: Definition of unique ML model identifier is aligned with conclusion of KI#1.
Editor's note:	Whether the MTLF sends the ML model address or ML model to ADRF is FFS.
End of change



3GPP
SA WG2 TD

