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Abstract of the contribution: This contribution analyses the solutions proposed for KI#4 and proposes a way forward. 
Evaluation of proposed solutions for KI#4
The solutions proposed for KI#4 are compared in the Table below. 
	
	Sol#5 (SMF/GSMF controlled N19 tunnels). Sol#4, 19 and 20 are similar.
	Sol#3 (SMF Sets)
	Sol#3 (I-SMF local switching)
	Sol#16 (N6/N19 VPNs)

	New NF required
	Yes
	No
	No
	No

	New services defined
	Yes (Ngsmf)
	No
	No
	No

	Impacts to existing NFs
	SMF, NRF, (UDM?)
	SMF
	SMF, I-SMF
	UPF 

	Impacts to signaling load 
	High (SMF-GSMF, SMF-UPF)
	Small (SMF-UPF)
	Small (SMF – I-SMF)
	None (controlled via user plane)

	UPF configuration impacts 
	Small (e.g. network instance)
	Small (e.g. network instance)
	Small (e.g. network instance)
	Medium (VPN support)

	Support for multi-site 5G VNs
	Yes 
	Yes 
	Yes
	Yes

	Inter-site UP forwarding 
	Yes 
	Yes
	Yes
	Yes

	Possible to integrate with access to DN
	Yes. Requires reporting of N6 MAC addresses to SMF as unknown MAC addresses. 
	Yes
	Yes
	Yes

	Route distribution
	Via SMFs and GSMF (3GPP specific)
	Within SMF Set (3GPP specific)
	SMF to I-SMF (3GPP specific)
	Between UPFs (based on IEEE/IETF routing solutions)

	Multicast support
	Unclear. Additional capabilities needed in GSMF? 
	Yes, based on rel-17
	Yes, based on rel-17
	Yes, based on rel-17 and PIM signaling via VPN


Observation 2: Sol#3 and Sol#16 have less impact to 5GC and have the same (or more) functionality. 
Solutions (4, 5, 19 and 20) requiring inter (anchor) SMF communication induce a huge 3GPP specification effort as well as a lot of signalling. The impacts were summarised and analysed in S2-2108283 that was submitted to SA2#153E.

Also, the performance aspects of solutions 4,5,19,20 is of concern. These solutions result in a significant control plane signalling load when a new PDU Session is established/released, or a new MAC address appears at an existing PDU Session. Figures 1 and 2 below illustrate how the information about a new PDU Session (Ethernet and IP PDU Sessions) or a new/removed MAC address (Ethernet PDU Session) is distributed towards other UPFs with an example of 4 SMFs and 2 UPFs per SMF. 
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Figure 1: information flow for Sol#5 when a new MAC address appears for a PDU Session 
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Figure 2: UP forwarding in Sol#16 when a new MAC address appears for a PDU Session. 

A more complete analysis of the signalling load was provided in S2-2108283 from SA2#153E. Here we just mention an example of a slightly larger 5G VN with 15 sites, with two SMFs per site, and three UPFs per SMF. In this case, for every new PDU Session or new MAC address there is a need for 120 CP round trips with Sol#5 (in addition to existing CP signalling when a new PDU Session is activated). This includes both intra- and inter-site signalling. On the other hand, Sol#16 does not require any CP interactions. Instead, IEEE mechanisms are used where an Ethernet frame with an unknown destination address is flooded along a Spanning Tree. This allows the actual destination to receive the frame and reply. When the reply is forwarded, the UPF/VPN learns where the MAC address (now in source field) is. There is thus considerably less load on the control plane interfaces and the 5GC NFs with Sol#16. 

Another issue with Sol#5 is potential route distribution delays. When a new UE1 MAC address appears, the information needs to be distributed to all UPFs via the control plane (via GSMF and SMFs). At the same time, user plane communication from UE1 to UE2 has started. Route distribution via CP may however be slower than UP traffic forwarding and UE2 may have sent response user plane packets to UE1 before UE2’s UPF has been updated. This may lead to packet drops, or additional control plane signalling where UE2’s UPF notifies UE2’s SMF about unknown UE1 destination address, and UE1’s SMF contacting GSMF. Such race conditions increase the CP load even more, and even packet loss. It can be noted that these race conditions do not exist in Sol#16 since UPF forwarding tables are updated based on the UP packets. 
Sol#5 requires UPF to report unknown destination addresses to SMF. In case of connectivity to DN, and a UE sends traffic to a host/server on the DN, UPF will report those destination addresses as unknown. SMF will contact GSMF to learn if there is any N19 endpoint for the traffic, but GSMF will not be able to find any N19 tunnel. The SMF will then update PDR/FAR for forwarding traffic to N6. This adds even more to the signalling load.

Observation 2: Sol#16 scales much better than Sol#5, especially when using large multi-site 5G VNs. 
Solution 3 coupled with solution 16 rely on existing mechanisms (N6 VPN(s), N16a communication between SMF and I-SMF with some improvements) for supporting 5G VN groups spread over a large country. Solution#16 ensures that, in this case, traffic may be routed over N6/N19 between remote PSA UPF(s) controlled by different SMF(s). It can be noted that the VPN can run over either N19 or N6. Since N19 is the reference point between two UPFs, a deployment not using N6 can use VPN via N19. I.e. there is no difference in terms of what underlying transport network is used. 
Figure 3 is comparing the family of Solutions (4, 5, 19 and 20) called collectively option A, with solution 16 (called option B).
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Figure 3: Overview of the two main solution options proposed for KI#4
It appears that all the effort spent by specifying the inter SMF interfaces due to option A (solution 4, 5 et al) and the signalling spent on this interface would be to establish a 3GPP defined N19 (GTP-u) based tunnel between 2 UPF(s) while solution 16 assumes an IETF defined N6/N19 VPN to carry the same traffic (on the same physical interfaces) using an already off-the shelf IETF solution (where IETF has defined VPN solutions for many years and these solutions are now widely deployed).
Observation 3: Sol#16 relies on more stable solutions and quicker time to market. 

Proposal: Based on the above analysis it is proposed to solve KI#4 based on solutions #3 and #16.

Inter-site configured tunnel approach

One possible way forward that would avoid the most significant drawbacks of Sol#5 while at the same time allow the use of GTP-U tunnels on N19 is to support forwarding between UPFs via configured N19 tunnels. This would also support the use of VPN solutions over N19/N6 as a different flavour of configured tunnels.
The option is illustrated in Figure 3.
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Figure 3. Option using configured inter-site tunnels
This option builds on the following:
- 
A 5G VN group may be served by a single SMF(set) or different SMF(set)s. 
-
Among the UPFs controlled by one SMF(set), some or all UPF(s) support user plane tunnels towards UPF(s) controlled by other SMF(set)s. We refer to these UPFs as “border UPFs” below, for ease of description. The intent is however not to specify a new UPF role. 
- 
To construct a virtual network between UPFs belonging to different SMF(set)s, user plane tunnels are established between 5G VN border UPFs via N19/N6. These inter-UPF user plane tunnels may be using GTP-U or IETF VPN (e.g. GRE or MPLS, e.g. as defined in RFC 4364 for L3VPN). 
- 
The tunnels between 5G VN “border UPF(s)” are configured using OAM. The tunnels between UPFs controlled by a single SMF (set) can be dynamically controlled by that SMF (set).
- 
In case of GTP-U and for a 5G VN group:

o 
OAM ensures that F-TEIDs are reserved at each 5G VN border UPF for inter-5G VN border UPF tunnels. 

o 
OAM configures each SMF(set) with the F-TEIDs of enabled links towards other 5G VN border UPFs controlled by other SMF(set)s. 
o 
For a 5G VN using IP PDU Sessions, each SMF(set) may be configured with the remote F-TEID used to reach a (set of) IP address range (e.g. IP address range managed by another site). Then the SMF(set) can configure its UPF(s) (including 5G VN border UPF(s)) accordingly.

o 
For a 5G VN using Ethernet PDU Sessions, the UPFs apply source MAC address learning on the N19 links. The UPFs may use technologies defined by other SDOs such as IEEE to do this. Care needs to be taken when configuring the N19 links and the user plane forwarding to ensure loop free forwarding. 
- 
In case of VPN: 

o 
OAM provides the 5G VN border UPFs with the relevant configuration needed to establish the VPN for either Ethernet or IP, i.e. configuration of Provider Edge (PE) functionality. Traffic forwarding decisions are made by 5G VN border based on the VPN technology (e.g. using BGP for L3VPNs). 

- 
How configuration via OAM is done is not specified by SA2.
Proposal

It is proposed to update TR 23.700-74 as follows:
**** First Change ****

8.4
Key Issue #4: Multiple SMFs for VN group communication


The following principles are concluded for normative work:

- 
A 5G VN group may be served by a single SMF(set) or different SMF(set)s. 

-
Among the UPFs controlled by one SMF(set), some or all UPF(s) support user plane tunnels towards UPF(s) controlled by other SMF(set)s. We refer to these UPFs as “border UPFs” below, for ease of description. The intent is however not to specify a new UPF role. 

- 
To construct a virtual network between UPFs belonging to different SMF(set)s, user plane tunnels are established between 5G VN border UPFs via N19/N6. These inter-UPF user plane tunnels may be using GTP-U or IETF VPN (e.g. GRE or MPLS, e.g. as defined in RFC 4364 for L3VPN). 

- 
The tunnels between 5G VN “border UPF(s)” are configured using OAM. The tunnels between UPFs controlled by a single SMF (set) can be dynamically controlled by that SMF (set).

- 
In case of GTP-U and for a 5G VN group:

o 
OAM ensures that F-TEIDs are reserved at each 5G VN border UPF for inter-5G VN border UPF tunnels. 

o 
OAM configures each SMF(set) with the F-TEIDs of enabled links towards other 5G VN border UPFs controlled by other SMF(set)s. 

o 
For a 5G VN using IP PDU Sessions, each SMF(set) may be configured with the remote F-TEID used to reach a (set of) IP address range (e.g. IP address range managed by another site). Then the SMF(set) can configure its UPF(s) (including 5G VN border UPF(s)) accordingly.

o 
For a 5G VN using Ethernet PDU Sessions, the UPFs apply source MAC address learning on the N19 links. The UPFs may use technologies defined by other SDOs such as IEEE to do this. Care needs to be taken when configuring the N19 links and the user plane forwarding to ensure loop free forwarding. 
- 
In case of VPN: 

o 
OAM provides the 5G VN border UPFs with the relevant configuration needed to establish the VPN for either Ethernet or IP, i.e. configuration of Provider Edge (PE) functionality. Traffic forwarding decisions are made by 5G VN border based on the VPN technology (e.g. using BGP for L3VPNs). 

- 
How configuration via OAM is done is not specified by SA2.
**** End of Changes ****
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