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Abstract of the contribution: This paper introduces a discussion related to the ML Model ID and ML Model profile, which can be used to distinct ML models based on the network environment under which the ML model was produced, and the conditions related to its usage.

[bookmark: _Hlk514274591]1	Introduction
Rel-18 introduces the notion of ML Moldel and ML Model ID. It allows procedures for ML Model provisioning (among NWDAF containing AnLF and NWDAF containing MTLF) and ML Model strorage in ADRF. To distinguish different ML Models and assure that ML Model ID in unique, this contribution proposes the adoption of the ML Model profile. The ML Model profile can assist in capturing the ML Model characteristics in terms of ML Model training conditions and usage.  

2	Discussion
In Rel-18 that excludes Reinforcement Learning, a ML model is created by a ML algorithm, which specifies a procedure, e.g., pattern recognition, that runs considering data (i.e., training data) to create a ML model. 
A ML model can be a mathematical representation of a real-world process. To generate an ML model, one needs to provide training data to a ML algorithm to learn from. An ML model can then be used for inference. A ML algorithm is the hypothesis set that is taken at the beginning before the training starts.  For instance, a hypothesis set considering a Linear Regression algorithm means a set of models, (or mathematical representations), that share the characteristics defined by Linear Regression. From those potential sets, a ML model is selected or built for inference that fits best the training data.
Inference is a process where a ML model is fed with observation data, (i.e., data from the network environment where the ML model operates), to calculate an output result. ML training is a process where a ML algorithm is fed with training data to build a ML model, i.e., find the ML model parameters, that will make it best fit the training data.
To know how well a ML model will generalize, i.e., perform using unknown input data, is to try out. To accomplish this, it is recommended to split the training data and keep a validation data set for evaluating the ML model once the training is completed.  A high validation error means that the produed ML model is problematic because it is overfitting the training data.   
In Rel-18 eNA TR 23.700-81, the ML Model ID was introduced as an attribute to the ML Model, assigned by the MTLF that provided the training as per the KI#1 conclusion clause 8.1. Such ML Model ID is mentioned to be unique across the PLMN. However, different MTLFs that operate in distinct geographical areas may collect similar training data, i.e., data characterized by the same source type, data statistics or data distribution. Alternatively, an MTLF that operate in the same geographical area may collect different training data at distict times due to alternation in traffic load (e.g., peak or off-peak time) or due to energy saving. 
Currently, there is no means to check that a trained ML Model is unique to assure that the ML Model ID assigned by the MTLF that provided the training represent a unique ML Model. 
This contribution proposes to introduce a ML Model profile that describes the training conditions and ML Model usage. A respective ML Model ID may relate to a ML Model profile, which can assist to check that a trained ML Model is unique before assigning a ML Model ID. The process of checking that a ML Model profile is unique is FFS. 
A potential ML Model profile may contain:
· Analytics ID, i.e., analytics type, which used and trained ML Model.
· Algorithm identification, which can be a public or proprietary field (considering vendor information) that links the produced ML model with the algorithm used during the training phase.    
· Network environment may reflect the data sources and network conditions under which the ML training was performed. 
· Data sources can be characterized by the data source type and the associated data statistics or data distribution. 
· Network conditions can be characterized with respect to, e.g., an area of interest, slice, or DN, by introducing a network state in terms of load, energy, and faults. 
· Interoperability can relate a ML model with vendor information and formatting for trasfering.
· Version can reflect the history or in other words the evolution of a ML model. 
Network conditions are important since the same geographical network area at different times may result in a different network topology with a distinct set of data sources being available, e.g., due to energy saving or a fault that impact the availability of a NF. In addition, an alternation of load distribution inside the network, e.g., due to congestion or energy saving or fault, may cause changes to the data statistics related to data sources, i.e., data sources may provide different data as input to MTLF. A different availability of data sources and a different distribution of data can impact the ML Model training process and may cause the MTLF to produce different ML Models.       

3		Concusion and Proposal(s)
Proposal 1: To adopt basic definitions for ML related to i) ML model, ii) ML algorithm, iii) Inference and iv) ML training
Proposal 2: To adopt ML Model profile as a means for assuring that a ML Model is unique
Proposal 3: To adopt ML Model profile as a means of descrition of the ML Model training and ML Model usage conditions.
Proposal 4: To adopt the network environment as an attribute of ML Model profile to describe the network conditions when ML training took place, which can be characterized by the: 
i) data sources, i.e., type of data sources, data statistics or data distribution  
ii) network state with respect to, e.g., an area of interest, slice, or DN, in terms of load, energy, and faults. 

1

