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[bookmark: _Toc462478989]Abstract of the contribution: This paper proposes evaluation and conclusion to KI#6: Support for returning to home network.
Discussion
In TR 23.700-08 V1.2.0, key issue #6 is described as follows:
According to SA WG1 TR 22.844 [12], when local service is over, large number of UEs would attempt registration back to their home network. This may lead to a signaling peak in the home network and result in user plane and control plane overload causing for example longer waiting for users to re-register to/re-select their home network.
There are various load control mechanisms already defined e.g.:
- Access control and barring as defined in clause 5.2.5 of TS 23.501 [3];
- Control Plane Load Control, Congestion and Overload Control as defined in clause 5.19 of TS 23.501 [3];
- Prevention of signalling overload related to Disaster Condition and Disaster Roaming service as defined in clause 5.40.6 of TS 23.501 [3].
This key issue aims to study whether the existing mechanisms for overload control in the network can support all the requirements in clause 6.41 of TS 22.261 [2] "Providing Access to Local Services" and whether any enhancements or additional mechanisms need to be defined. The following aspects will be considered:
- How to mitigate user plane and control plane overload caused by a high number of UEs returning from a temporary local access of a hosting network to their home network in a very short period of time.
- How to minimize the impact on the UE's communication e.g. to prevent user plane and control plane outages when returning to a home network together with other high number of UEs in a very short period of time, after terminating their temporary local access to a hosting network.
NOTE: The solution for this KI may need to consider mechanism developed for KI#5 "Enabling access to localized services via a specific hosting network".

TR 22.844 V18.2.0 has defined the following post-conditions to support managing a high number of UEs returning from a local hosting network to home network:
The PLMN users who have temporarily accessed the local services of the hosting network return to their home PLMN without causing signaling overload/congestion and within the shortest possible time scales.


TR 22.844 V18.2.0 has also defined the following and new potential requirements to support managing a high number of UEs returning from a local hosting network to home network:
[PR 5.14.6-1] The 5G system shall provide mechanisms to mitigate overload caused by UEs returning from a temporary local access of a hosting network to their PLMN network.
[bookmark: _Hlk64975127][PR 5.14.6-2] The 5G system shall provide mechanisms to minimize the impact on the UEs communication e.g. due to outages when returning to a PLMN after terminating their temporary local access to a hosting network.

TS 22.661 V18.6.1 has defined the following requirements to support UEs returning to home network from a local hosting network:
The 5G system shall provide mechanisms to mitigate user plane and control plane overload caused by a high number of UEs returning from a temporary local access of a hosting network to their home network in a very short period of time.
The 5G system shall provide mechanisms to minimize the impact on the UEs communication e.g., to prevent user plane and control plane outages when returning to a home network together with other high number of UEs in a very short period of time, after terminating their temporary local access to a hosting network.

From the above-mentioned requirements, there is a need to mitigate overload at home network when a high number of UEs attempt to return from a local hosting networks in a short period of time and reduce unnecessary waiting times. There are 10 solutions (#7, #8, #9, #10, #13, #17, #25, #38, #39, and #47) documented in TR 23.700-08, which address the KI #6. This contribution evaluates these proposed solutions by considering the above-mentioned requirements and KI #6 description, and proposes a conclusion at the end.  

Proposal
It is proposed to add the following proposal into TS23.700-08.
[bookmark: _Toc510607461]		* * * * 1st Change * * * *
[bookmark: _Toc101340417]7.6	Evaluation on KI#6
The solutions for KI#6 are proposed to address the UEs returning from the Hosting Network to their Home Network (i.e., HPLMN/VPLMN, SNPN) when the Localized Services in the Hosting Network are completed. Under the condition, it may cause many UEs returning back to e.g. their Home Network and this may result in signalling overload in their Home Network.
NOTE:	Home Network is used, but the network selected by the UE depends on the UE’s network selection and what networks are available e.g. UE can return to VPLMN different from the PLMN the UE was registered to before selecting the Hosting Network.
When considering solution proposals for KI#6, there are two categories for handling signalling overload resulting from the UEs returning to their Home Network:
-	1. The avoidance-based method: it mitigates or avoids overload at home network and it can be further classified into three subcategories based on the principles in the proposed solutions,
a) the UEs is (pre)-configured with a timer/waiting time based on the Validity Information of the Localized Services and/or the NWu status and the availability of the home network of the UE e.g. by the Home Network or by the Hosting Network,
b) the home network negotiates/communicates once with the hosting network as part of a service level agreement to configure the number of UEs can be deregistered from the hosting network to the home network per unit time, and
c) the home network negotiates/communicates with the hosting network continuously by utilizing “subscribe-notify” communication service to configure the number of UEs which can be deregistered from the hosting network to the home network per unit time adaptively without causing an overload at the home network, and the hosting network instructs UEs which exceed the home network given maximum limit to wait for random amount of time before initiating re-registration to their home network if UEs initiate deregistration requests.
-	2. The runtime-based method: it handles overload at home network using the existing mechanisms and it can be further classified into three subcategories based on the principles in the proposed solutions,
a) the UEs directly return to their Home network when the Localized Services terminate and the Home Network will use the existing mechanisms to handle the signalling overload if the congestion happens,
b) the home network and/or local hosting network may group the UEs to create an Internal-Group Identifier specific to local hosting network(s) and/or local service(s), and then the home network AMF or SMF applies the existing UE group-specific NAS level congestion control mechanism to manage UEs returning from a local hosting network to their home network, and
c) the UEs directly return to their home network when the Localized Services terminate and the home network uses localized hosting network specific back-off timer to adaptively reduce the overall waiting for UEs before re-register to their home network.
For avoidance-based method (i.e., Solutions #9, 10, 13, 25, 38, 47), hosting network either determines the timer or maximum number of UEs on its own (e.g., Solution #9, #10,) or uses the home network input to determine it (e.g., Sol#47).the Home Network may:
-	negotiate with Hosting Network the number of UEs in a time unit that can trigger PLMN selection (to potentially return to Home Network); or
-	negotiate with Hosting Network or configure UE the timer/waiting time for the UEs before triggering PLMN selection.
For runtime-based method (i.e., Solutions #8,17, 39), the Home Network applies the existing congestion control and overload control to the UEs for returning from the Hosting Network but cause congestion overload. The UEs registers to the Home Network by indicating they are back from the Hosting Network. If the Home Network is in a congestion condition, the Home Network can reject the UE with a cause and a back-off timer.
To compare the avoidance-based and runtime-based methods, the differences are below:
-	the avoidance-based method can allow the UE to return to their Home Network in a distributed or stagged manner to prevent the congestion or overload conditions happen in their Home Network.
-	the runtime-based method directly applies the existing mechanism optionally with some enhancement (e.g. hosting-network specific backoff timer).adding the indication that the UE is returning from the Hosting Network as an indication to the Home Network.
[bookmark: _Hlk112233116]Category 1-a of the avoidance-based method potentially delays the UEs return to the Home Network also for the cases when the Home Network is not overloaded/congested. It is also expected that the user itself can decide to stop using the Localized Service i.e. in these cases the UE would return back to the Home Network disregarding the spreading applied for the UE’s return.
The runtime handling has allowed the UEs to initiate the Registration procedure as soon as wanted and then if the Home Network is congested rejected the UE with a back-off timer in which the Home Network has been through the signalling congestion from those returning UEs from the Hosting Networks (unless Home Network is so congested that e.g. UAC is used). Additionally, it is not necessary for those returning UEs to indicates it returns from the Hosting Network. Those returning UEs has no higher priority than others UEs which are not returning from the Hosting Network.
Table 7.x-1: Summary of solutions for KI#6
	Solution #7
High level flow for localized service support
(Category: Not applicable)
	The solution provides the high level entities and procedures for providing access to localized services.
This solution does not cover the impact on different entities, services, and interface, will be covered by other specific solutions.

	Solution #8
Reuse existing mechanisms for Control Plane Load Control, Congestion and Overload Control
(Category: 2-a)
	The proposed solution is to reuse existing mechanisms for Control Plane Load Control, Congestion and Overload Control, to mitigate signaling overload when large number of UEs return to their home network. 
As the solution proposes to reuse the existing mechanisms, it is noted that there is no impact on services, entities and interfaces.
The existing mechanisms do not mitigate overload at home network when large number of UEs return to their home network after accessing a localized service. Moreover, assigning random back-off time values to UEs to initiate the next re-registration attempt at different time to reduce the signaling load would increase the overall waiting for UEs before re-register to their home network.

	Solution #9
Prevention of overload build up at home network using AMF based congestion control when local service is over
(Category: 1-a)
	This solution proposes to deregister UEs accessed to localized services in a staggered manner before the termination of local hosting network. In order to achieve this, two mechanisms, namely, usage of network availability timers and specific cause code to trigger a controlled deregistration are proposed.
The solution assumes that the hosting network is able to determine the exact timing when the local service stops and UEs need to leave, which may not be the case for most scenarios.
The solution has an impact on UE and AMF. For the UE, the impact is to support new cause codes, service availability timer and related implementation. For the AMF, the impact is to handle new timer for UEs accessing to local services and to support new cause code in network-initiated de-registration request.
The solution prevents any overload condition cause by simultaneous registration request coming from all the returning UEs. However, a local hosting network may not know the actual capacity of the home network to deregister UEs accordingly to utilize the home network’s resources efficiently, and the overall waiting time of UEs would increase because each UE has to wait until the assigned random service availability timer expires.

	Solution #10
Solution for discovery and selection of NPN hosting network and localized services
(Category: 1-a)
	Although this solution mainly addresses KI#4, it also provides a solution for KI#6. 
It is proposed that either the UE applies a random delay before initiating a PLMN selection or HPLMN (or Credentials Holder) configures UEs with slightly different end time to the validity time period.
The end time of validity condition may not always be the same as the real end time of the service. It can’t be assumed that UE’s returning to the home network is triggered by the time validity condition. Moreover, it would increase the overall waiting time of UEs if a local hosting network alters the service end time of UEs without knowing the actual capacity of the home network which handles returning UEs.

	Solution #13
Exposure enhancements to support providing access to localized services
(Category: 1-a)
	This solution proposes that the hosting network may group UEs based on the reported NWu status and the UEs home network availability when UEs return to their home network from the hosting network. The hosting network assigns a random back-off timer value to UEs based on which group the UEs belong to among four groups. Then, UEs should wait until the assigned back-off timer expires to initiate re-registration procedure to their home networks.

The solution has an impact on UE and AMF. The UE, when receiving the end indication of the localized service from the hosting network AMF, checks that all local services are ended, and reports Nwu interface status and related home network identity (e.g. PLMN ID) to the AMF.
The hosting network AMF groups the UEs and send back-off-timer to the UEs.
This solution would mitigate an overload at the home network. However, it may increase the overall waiting time for UEs before re-registering to their home network because the home network capacity and load condition are not considered by the hosting network.

	Solution #17
UE Group specific NAS level congestion control
(Category: 2-b)
	The solution proposes to use group specific NAS level congestion control mechanism to mitigate user plane and control plane overload. The home network associates UEs temporarily accessing localized services to an Internal-Group Identifier, which can be specific to each local hosting network and/or service and applies UE group-specific NAS level congestion during the return of UEs. 
The solution has an impact on UE/AMF to support localized service related de-registration information, NEF to support exposure from local hosting networks, UDM to support local hosting network/service information in Internal-Group identifier and AMF/SMF to apply Group Specific NAS level congestion control.
This solution requires UE to request registration in the home network and then the AMF of the home network applies UE group-specific NAS level congestion control. Naturally, this solution does not prevent an overload condition as the RAN and the AMF will get registration request from all the returning UE and this may lead to increased load in the system. Moreover, assigning random back-off time values to UEs to initiate the next re-registration attempt at different time to reduce the signaling load would increase the overall waiting for UEs before re-register to their home network.

	Solution #25
(Category: 1-a)
	Although this solution mainly addresses KI #4, it also provides a solution for KI #6.
This solution proposes that the home network UDM/SOR-AF can set an offset value to the authorized start/stop time for UEs as part of enabling Temporary Network Reselection procedure in order to avoid congestion/overload at the home network. 
This solution potentially can mitigate the congestion/overload at the home network. However, setting offset value to the start/stop time for UEs in a pre-determined way would increase the overall waiting time for UEs before re-register to their Home Network.

	Solution #38
Sequential deregistration by hosting network
(Category: 1-b)
	This solution proposes to control the number of returning UE based on service level agreement between the home network and hosting network.
The solution relies on that the hosting network can group the UEs according to their home network, but it remains unclear how it is achieved. Moreover, it may not mitigate the congestion/overload at the home network because the congestion level at the home network may vary overtime based on the number of UEs returning from different hosting networks to their home network. Hence, a continuous communication/negotiation between the home network and the hosting networks are expected and not considered in the proposed solution.
The solution has an impact on UE and AMF. For the UE, the impact is to support finishing deregistration procedure where the termination of the localized service is indicated by AMF and to support return of the UE to its home network. For the AMF, the impact is to support indication of localized service termination as part of the Deregistration request message and to support triggering deregistration in a sequence manner in a way that the maximum number of returning UEs at a given units of time does not exceed the configured number at AMF.

	Solution #39
Local hosting network specific back-off timer
(Category: 2-c)
	This solution proposes a local hosting network-specific flexible back-off timer range and back-off timer assignment to spread out the registration attempts over time and limit the number of users attempting to register back to their home network simultaneously in order to avoid signaling overload and unnecessary waiting times for the returning users. 
The solution effectively avoids using uniformed non-optimal back-off timers for all UEs.

The solution has an impact on UE and AMF. For the UE, the impact is to support sending the local network indication as part of the new registration request (“re-registration from hosting network” or “local network access indication”). For the AMF, the impact is to support new registration type/indicator related to local hosting network re-registration and assignment of a local hosting network-specific back-off timer range.
This solution requires UE to request registration in the home network and then the AMF of the home network provides a back-off timer. This solution does not prevent an overload condition as the RAN and AMF will get registration request from all the returning UE and this may lead to increased load in the system. 
Though this solution may not mitigate an overload at the home network, it can reduce the overall waiting time for UEs before re-register to their home network by setting local hosting network specific back-off timer in an adaptive manner.

	Solution #47
(Category: 1-c)
	This solution solves the problem of overloading at home network and reducing the unnecessary waiting time of UEs before re-register to their home network. The proposed solution deregisters UEs from the hosting network to the home network in an adaptive manner based on the input from the home network (i.e., the allowed maximum number of returning UEs from the hosting network to the home network AMF per unit time based on the network load condition at the home network). If network condition varies at the home network, then the home network AMF notifies a new value (i.e. the new allowed maximum number of returning UEs per unit time) to the hosting network in a new notification such that the number of UEs deregistered from the hosting network to the home network can be controlled adaptively to mitigate an overload/congestion at the home network.
This solution has an impact on UE, AMF, and UDM. For the UE, the impact is to support to wait for a random amount of time before initiating re-registration procedure to the Home Network if the number of UEs attempting to return to the Home Network exceeds the given maximum allowed value for the case of UEs initiate the Deregistration Request. For the AMF, the impact is to support to determine the hosting network and the localized service specific the maximum allowed number of returning UEs to the home network. For the UDM, the impact is to support to coordinate with the hosting network AMFs for selection of the allowed maximum number of returning UEs to the home network based on the notification from the home network AMF.
This solution effectively avoids an overload/congestion at the Home Network, efficiently utilizes the available resources in the home network AMF, and does not hold UEs to wait unnecessarily. This solution also supports to handle UE-initiated deregistration requests and instructs UEs to wait random amount of time before attempting re-registration to their home network if the number of UEs initiated deregistration requests exceeds the home network given maximum value to mitigate the overload at the home network.



In the avoidance-based solutions (Category 1), there are three subcategories based on the principles used to address the requirements mentioned in the KI #6, which are summarized as follows:
· Category 1-a based solutions are based on the principle of pre-configuring UEs service end time either by the home network or hosting network to spread out the registration attempts over time and limit the number of simultaneous attempts in a very short period of time in order to mitigate an overload/congestion at the home network. Though the category 1-a based solutions potentially mitigate the overload at home network, they would increase the overall waiting time for UEs before registering to their home network as all UEs are pre-configured to make re-registration attempt to their home network at different point in time without knowing the actual capacity of the home network AMF.
· Category 1-b based solutions are based on the principle of one-time negotiation/communication between the home network and the hosting network to deregister the number of UEs simultaneously per unit time from the hosting network to the home network without causing overload/congestion at the home network. Since it’s a one-time negotiation/communication between the home network and the hosting network as part of a service level agreement and the actual load in the home network may vary over time, the constant/fixed number of deregistration of UEs from the hosting network to the home network may lead to congestion/overload. Also, if the home network is in a position to handle more of UEs that it was communicated/negotiated earlier, then UEs in the hosting network may have to wait unnecessarily.
· Category 1-c based solutions are based on the principle of negotiating/communicating the home network AMF capacity with the hosting network continuously to deregister the number of UEs simultaneously per unit time from the hosting network to the home network without causing overload/congestion at the home network. Since the home network and the hosting network are negotiating/communicating continuously using subscribe-notify communication service, the load variation in the home network due to less or high number of attempts from the home network and other hosting networks UEs is notified to the hosting network as a new maximum threshold value (i.e. the new allowed maximum number of returning UEs per unit time) in a new notification. Hence, the hosting network can deregister the number of UEs adaptively based on the current capacity of the home network AMF without causing overload/congestion at the home network. Also, it minimizes the overall waiting time for UEs before re-registering to their network and utilizes the available resources in the home network AMF efficiently.

In the runtime-based solutions (Category 2), there are three subcategories based on the principles used to address the requirements mentioned in the KI #6, which are summarized as follows:
· Category 2-a based solutions reuse the existing mechanisms without any additional enhancements. However, the existing mechanisms do not avoid an overload/congestion at the home network when a high number of UEs attempt to return from the hosting network to their home network in a short period of time. Moreover, the existing mechanisms would increase the overall waiting time of UEs as the existing mechanisms use the same pre-defined range for assigning random back-off timer value to all UEs irrespective of their size and service type they used.
· Category 2-b based solutions are based on the principle of grouping UEs to create an Internal-Group Identifier specific to local hosting network(s) and/or local service(s) and then reusing the existing UE group-specific NAS level congestion control mechanism to manage UEs returning from a local hosting network to their home network. However, the existing mechanisms do not avoid overload and would increase the overall waiting time of users since the same pre-defined range is used for assigning random back-off timer value to all UEs irrespective of their size and service type they used.
· Category 2-c based solutions are based on the principle of assigning a local hosting network specific back-off timer value in order to reduce the overall waiting for UEs before re-register to their home network.
A UE returning from a Hosting Network after using a Localized Service would normally not have higher priority than any other UEs, i.e. the prioritization among UEs would better follow existing mechanisms and therefore adding a separate indication that the UE is returning from the Hosting Network as an indication to the Home Network can be questioned. However, as the avoidance-based method potentially delays the UEs return to the Home Network also for the cases when the Home Network is not overloaded/congested, unless a frequesnt load check is introduced, it is better to allow the UE return as soon as the Localized Service ends or whenever the UE (e.g. user) decides to stop using the Localized Service and therefore leaves the Hosting Network before the end of the Localized Service. The end time of the Localized Service can be adapted on application layer by existing means i.e. without 3GPP impacts.
		* * * * 2nd Change * * * *

[bookmark: _Toc113020913]8.6	Key Issue #6: Support for returning to home network
Editor's note:	These are *INTERIM* conclusions for Key issue #6.


The following principles from the evaluation are recommended to be considered during the normative work:
-	The home/serving network can re-use existing mechanisms for Control Plane Load Control, Congestion and Overload Control described in clause 5.19 of TS 23.501 [3] when load level reaches a certain threshold and overload control mechanism are triggered.

NOTE 1:	Whether any enhancement to the existing mechanisms is needed is FFS.
-	Additional mechanisms can be implemented to ensure spreading of return of the UEs to home/serving network.
	




NOTE 2:	Which specific method to adopt for normative work, if any, is FFS.
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