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1. Discussion
[bookmark: _Toc97103581][bookmark: _Toc100745588][bookmark: _Toc101168845][bookmark: _Toc104869313]The following changes below discuss several aspects of Solution #2.1 (MP-DCCP-LL), Solution #2.2 (MPQUIC-UDP) and  3) Solution #2.3 (aka MPQUIC-IP) and proposes initial conclusion.
First Change (all text new)
7.1.2	Evaluation of steering functionalities
For KI#2, three solutions have been proposed:
1) Solution #2.1 (aka MP-DCCP-LL);
2) [bookmark: _Hlk115472638]Solution #2.2 (aka MPQUIC-UDP); and
3) [bookmark: _Hlk115472652]Solution #2.3 (aka MPQUIC-IP).

Solution #2.1 is based on the DCCP protocol and its multipath extension (draft-ietf-tsvwg-multipath-dccp). This solution supports the transport of UDP flows, IP flows and even Ethernet flows, over DCCP.
In contrast, Solutions #2.2 and #2.3 are both based on the QUIC protocol, its multipath extensions (draft-ietf-quic-multipath) and additional extensions defined in IETF for supporting "UDP proxying over HTTP" and "IP proxying over HTTP" respectively (see RFC 9298 and draft-ietf-masque-connect-ip). These solutions support the transport of UDP flows and IP flows respectively, encapsulated in HTTP/3.
Solutions #2.2 supports UDP traffic only.
Solutions #2.2 supports IP and UDP traffic.
Solution #2.1 support IP, UDP and Ethernet traffic
Note: Ethernet traffic support was not agreed to be in scope of the key issue but is requested functionality by BBF.

7.1.2.1 Co-existence with MPTCP and ATSSS-LL
All three solutions #2.1, #2.2 and #2.3 are in principle capable to co-exist with MPTCP and ATSSS-LL and can be chosen using the solutions defined N4 and ATSSS rules.
Moreover solutions #2.1 does not necessarily need any additional steering functionality as it can handle all kind of traffic.


7.1.2.2 Evaluation of the impact on the user plane performance 

Header Size Considerations
Table 1 shows header sizes introduced by MP-QUIC based solution#2.2 and solution#2.3 for carrying either UDP or IP using Datagram mode 1, Datagram mode 2 or Stream mode, and the MP-DCCP solution. 
	Solution
	Add. Header size [Bytes]
	Comment

	MP-QUIC UDP
Datagram mode 1
	38 – 59
average 47
	· Datagram Length, Quarter Stream ID and Context ID are variable length encoded fields varying between 1, 2, 4, or 8 Bytes. They determine the range, which is only under optimal, non-expectable, conditions 38 Byte. More likely is an average value of 47 Byte.
· No overhead considered for path latency information exchange to be used in the reordering process. QUIC and extension does not provide this feature.
· Impact of header/payload ratio due to typical lower MTUs for QUIC not considered.

	MP-QUIC IP
Datagram mode 1
	46 - 67
average 55
	· Datagram Length, Quarter Stream ID and Context ID are variable length encoded fields varying between 1, 2, 4, or 8 Bytes. They determine the range, which is only under optimal, non-expectable, conditions 38 Byte. More likely is an average value of 55 Byte.
· No overhead considered for path latency information exchange to be used in the reordering process. QUIC and extension does not provide this feature.
· Impact of header/payload ratio due to typical lower MTUs for QUIC not considered.
· Further gain through IP header compression possible

	MP-QUIC UDP
Datagram mode 2
	30-51
average 39
	As Datagram mode 1 but without Sequence number

	MP-QUIC IP
Datagram mode 2
	38-59
average 47
	As Datagram mode 1 but without Sequence number
Further gain through IP header compression possible

	MP-QUIC UDP
Stream mode
	33-68
average 48
	As Datagram mode 1 but with more variable length encoded fields. An average value of 48 Byte overhead is assumed to be likely.

	MP-QUIC IP
Stream mode
	41-76
average 56
	As Datagram mode 1 but with more variable length encoded fields. An average value of 56 Byte overhead is assumed to be likely.
Further gain through IP header compression possible

	MP-DCCP-LL 
	55-65

	Depending on short/long DCCP header and the type of delay information exchange for reordering. 55 Byte for short header and DCCP timestamp option, 65 Byte for long header and MP_RTT option. There is no reason to select the high overhead constellation.
· Further gain through IP/UDP or IP/TCP header compression possible


Table 1: MP-QUIC solution and MP-DCCP-LL overhead introduced by extra network protocol headers.

Detailed analysis on header sizes 

MP-DCCP related information can be found in just two documents - MP-DCCP draft and RFC4340 (DCCP).

MP-QUIC solutions requires multiple documents to investigate:
MP-QUIC solution: https://www.3gpp.org/ftp/Specs/archive/23_series/23.700-53/23700-53-030.zip, Sol. 2.2 (UDP), 2.3 (IP)
QUIC: https://datatracker.ietf.org/doc/html/rfc9000
MP-QUIC: https://datatracker.ietf.org/doc/html/draft-ietf-quic-multipath-02
QUIC Datagram: https://datatracker.ietf.org/doc/html/rfc9221
Connect-UDP: https://datatracker.ietf.org/doc/html/rfc9298
Connect-IP: https://datatracker.ietf.org/doc/html/draft-ietf-masque-connect-ip-02
HTTP/3-Datagram: https://datatracker.ietf.org/doc/html/rfc9297

Basically, the following list gives an impression how the individual solutions are composed of. It should be noted that the multipath extension of QUIC does not leave a header footprint.

· MP-QUIC UDP Datagram mode:
QUIC + MP extension + QUIC DATAGRAM + HTTP Datagram

· MP-QUIC IP Datagram mode:
QUIC + MP extension + QUIC DATAGRAM + HTTP Datagram + UDP

· MP-QUIC UDP Stream mode:
QUIC + MP extension + STREAM Frame + HTTP Datagram

· MP-QUIC IP Stream mode:
QUIC + MP extension + STREAM Frame + HTTP Datagram + UDP

· MP-DCCP-LL:     DCCP + MP extension + IP + UDP


For the MP-QUIC solution multiple nested documents needs to be skimmed and solution specific parameters needs to be considered. Below is the extra size added by the MP-QUIC UDP solution.

QUIC Short    DATAGRAM         HTTP Datagram      HTTP Info            
1-RTT Packet, Type, [Length],  Quarter Stream ID, Context ID, Seq No., 
26            1     {1,2,4,8}  {1,2,4,8}          {1,2,4,8},  8?       = 38/59 Bytes

QUIC Short: RFC9000
DATAGRAM: RFC9221
HTTP DATAGRAM: RFC9297
HTTP Info Context ID: RFC9298
HTTP Info Seq. No.: Solution specific

Datagram Length parameter is required to support multiplexing capability 
Stream ID is required for differentiating QoS flows and steering mode within one MP-QUIC connection
MP extension has no impact to the header size as it only impacts the meaning of the RFC9000 defined packet number.
Seq. No. is reasonably assumed to be 8 Byte, however it is not specified so far.
Length, Quarter Stream ID and Context ID are variable length encoded fields varying between 1, 2, 4, or 8 Bytes.
In case MP-QUIC Stream mode is applied, the HTTP Datagram is capsuled in a Datagram Capsule element which itself is part of a STREAM Frame. Compared to Datagram modes, HTTP Info field is not required as ContextID and Seq. No. are not required.

QUIC Short    STREAM Frame                           Datagram Capsule  HTTP Datagram      
1-RTT Packet, Type, Stream ID, [Offset] , [Length] ,  Type, Length,    Quarter Stream ID 
26            1     {1,2,4,8}  {1,2,4,8}  {1,2,4,8}   1     {1,2,4,8}  {1,2,4,8} = 33/68 Bytes


QUIC Short: RFC9000
STREAM Frame: RFC9000
Datagram Capsule: RFC9297
HTTP DATAGRAM: RFC9297

STREAM FRAME Length parameter is required to support multiplexing capability 
STREAM FRAME Offset parameter is required to keep send order
For the MP-QUIC IP solution an extra 8 Bytes needs to be added to all header sizes as the UDP header of the e2e data persists.
MP-DCCP-LL encapsulates IP data, therefore compared to the MP-QUIC UDP solution the inner IP/UDP header of the e2e data counts. 

Data Packet
MP_RTT for Reordering
---DCCP------- + -----MP-DCCP--- + Payload

Generic Header + MP-SEQ + MP-RTT + IP + UDP
12 or 16       + 9      + 12     + 20 + 8 = 61/65 Bytes

DCCP Timestamp for reordering
---DCCP------------------- + MP-DCCP + Payload

Generic Header + timestamp + MP-SEQ  + IP + UDP
12 or 16       + 6         + 9       + 20 + 8 = 55/59 Bytes




Basically, it can be concluded that MP-QUIC proxying mode has no significant difference over MP-DCCP encapsulation. Especially if it is considered that MP-QUIC at the moment does not provide path latency information exchange for the purpose of reordering and path latency difference compensation. Adding such functionality to MPQUIC would increase its overhead by at least 6 Bytes. 
Without further considerations, MP-QUIC solution for IP is already equal to MP-DCCP-LL and would be worse when latency information is handled in addition. 
In case MP-DCCP is combined with inner header compression, this further increases the advantage with regard to MP-QUIC solutions.
While Datagram mode 2 resembles ATSSS-LL functionality it introduces at least 30/38 Byte (UDP/IP) overhead. As this are minimum values, more likely is an average overhead 39/47 Byte (UDP/IP) due to variable length fields.
Stream mode introduces at least 33/41 Byte (UDP/IP) but more likely 48/56 Byte (UDP/IP). In that it is close to Datagram mode 1 header sizes.
While QUIC can multiplex PDUs in one packet, QUIC has limitations in regard to MTU size as no fragmentation is allowed per specification. This significantly reduces the payload transferable within one datagram, that is why those absolute header sizes do not give the full picture but more important the relation to the MTU needs to be taken into account. QUIC is typically limited to 1200 Bytes (https://blog.cloudflare.com/unlocking-quic-proxying-potential/, https://datatracker.ietf.org/meeting/114/materials/slides-114-maprg-a-quick-look-at-quic-geoff-huston-00), while for  MP-DCCP there are no such limitations. Additional header sizes introduced by the solutions have therefore a bigger impact to efficiency when lower MTU applies as less payload can be carried.
Encryption
As specified in RFC9001 (Using TLS to Secure QUIC), each QUIC connection is established using TLS v1.3 handshake and all QUIC packets are encrypted, and integrity protected using the negotiated TLS keys and algorithms. As RFC9001 is mandatory for QUIC transportation, this also applies to the MP-QUIC solutions #2.2 and #2.3. However, in case of ATSSS, where QUIC is applied between the UE and UPF and where access-level security mechanisms are used to protect the user-plane traffic, the additional security mechanisms in the QUIC layer is unnecessary.
Whether QUIC encryption can be removed to avoid impact on battery consumption, throughput and latency is unclear as SA3 has not yet started their work on this issue. And even if SA3 Stage 3 would specify a non-IETF conform 3GPP proprietary solution, it is doubtful if this is adopted into OS provided MP-QUIC libraries.
In contrast, MP-DCCP-LL is not affected by encryption.
UPF resources
The number of MP connections across solutions #2.1-#2.3 is at least determined by the number of QoS flows. For the MP-QUIC solution one port can be used to serve many MP-QUIC connections from an UE, the “connectionID” parameter is required to distinguish the connections leading to additional header space. MP-DCCP makes use of a unique port per connection which is a clean way to separate transport flows in the Internet. It seems to be obvious, that both approaches require resources to keep states, independent on which layer this is implemented (Layer 4 port or “connection ID”). It is rather a disadvantage to use “connectionID” instead of port numbers.
In case same QoS level with different Steering modes is requested, MP-DCCL-LL has to establish a connection per QoS level and Steering Mode. This increases the number of connections over the one of MP-QUIC based solutions as there Steering Modes can be handled as separate streams within one MP-QUIC connections. On the other hand, MP-QUIC based solutions requires a UDP (#2.2) or IP (#2.3) flow ID per end-to-end UDP or IP connection to assign packets of an end-to-end connection to the right MP-QUIC stream ID. The effort for this seems to be comparable with NAT tables which have to be processed extensively for each data packet. This is not required for MP-DCCP-LL solution.


7.1.2.3. How to treat out-of-order delivery caused by per packet-splitting
Independent if UDP, IP or Ethernet is addressed in the solutions #2.1 - #2.3, any end-to-end traffic characteristics can be expected in the range from: no requirements (simply UDP) up to strict in-order delivery (QUIC stream mode) with smooth end-to-end latency (BBR congestion control) demand. S2-2203965 studied these different demands in regard to ATSSS splitting feature and concludes that for enhanced throughput experiences the following key components are required on the ATSSS receiving end (UE or UPF):
· Sequence number based re-ordering
· Dynamic expiration timer for assuming packet loss 
· Fast packet loss detection using connection and path sequencing information
· Path latency difference compensation
If not all of these ingredients are implemented, throughput is falling below single-path experience. A KI#2 solution has therefore to provide means to determine the order of an end-to-end stream before the splitting (e.g., connection sequence number), a path specific sequencing scheme, and the information about the path latency difference between 3GPP and non-3GPP access.
A connection sequence number is provided by all solutions #2.1-#2.3 which helps in principle to re-order an end-to-end stream.
In case packet loss occurs, however, a re-ordering process stall, unless the reordering process assumes or recognizes a missing packet lost. With the help of a path specific sequencing scheme and latency information packet loss can be reliably detected and avoid too early or too late assumption of packet loss. Solutions #2.2 and #2.3 does not provide latency information nor is it clear if the appropriate sequencing scheme is provided by the MP-QUIC IETF draft. Especially the MP-QUIC sequencing scheme is under heavy discussion there. In contrast, MP-DCCP-LL has no limitations.
In the case the carried traffic is sensitive to the jitter introduced by the simultaneous usage of 3GPP and non-3GPP path, smoothing this jitter is required. Like above for the packet loss detection MP-DCCP-LL is the only solution providing the required information.
7.1.2.4 IETF support
MP-DCCP-LL solution #2.1 is composed of two documents in IETF which makes it clear to implement. RFC4340 (DCCP) is available as Standard RFC, its multipath extension is still on Experimental track. This seems however not to be limiting as 3GPP proofed adoption of Experimental IETF documents in the past, e.g., RFC 8803 for Rel. 16 ATSSS-HL solution.
In contrast MP-QUIC solutions #2.2 and #2.3 require multiple nested and dependent IETF documents as well as solution specific extensions for at least sequence number.  This complicates implementation and is exacerbated by the fact that none of the QUIC extensions have been specified with a view to interoperating in the way they are used in Solutions 2.2 and 2.3.
No prototype is known for solutions #2.2 and #2.3 which proofed functionality to achieve the goals for KI#2 and proofs that the leveraged QUIC extensions interoperate efficiently. In contrast, a public implementation is available for solution #2.1 (MP-DCCP-LL) that demonstrates suitability and was used to investigate the effect of re-ordering and latency compensation presented in S2-2203965.
Second Change 

[bookmark: _Toc112909636][bookmark: _Toc112910147]8.1	Conclusions for KI #2: New steering functionalities for non-TCP traffic
Editor's note:	This clause is FFS.
Based on the evaluation in clause 7, it is concluded that:
a) For supporting non-TCP traffic splitting (Ethernet, IP, UDP)  the MP-DCCP-LL solution will be specified during the normative phase, which will be based on solution #2.1 “MP-DCCP based Steering Functionality”
· The specified lower-layer steering functionality shall be able to support all ATSSS steering modes (i.e., the redundant steering mode and all other steering modes defined in Rel-17).


Editor's note:	Further conclusions are FFS.

End of Changes
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