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The following changes and updates are made to Solution 2.3:
-	The clause 6.12.6 "Handling of out-of-order delivery" is added.
-	The clause 6.12.7 "Handling of duplicated packets" is added.
-	The clause 6.12.8 "Impacts on Existing Nodes and Functionality" is completed.
In addition, the following clarifications are made:
a.	The MPQUIC-IP solution supports 3 transport modes, 2 of them supporting packet re-ordering (stream and datagram mode 1). As clarified in clause 6.12.6, the Datagram mode 1 appends sequence numbers to UDP data packets and requires the definition of a new Context Id. This Context Id, as well as the following aspects of Datagram mode 1 will be considered in stage-3.
-	How to ensure re-ordering on the receiver side is implemented and activated, when needed.
-	How the same reordering in both downlink and uplink can be provided. 
-	Which sequencing and reordering schemes can be supported and whether such schemes will be specified or will be left to UE/UPF implementation.
b.	The Datagram mode 2 is required (although it does not support re-ordering) because the MPQUIC-IP steering functionality (as any other ATSSS steering functionality) must support all steering modes and not only steering modes that require packet reordering / deduplication. In addition, the Datagram mode 2 features benefits compared to ATSSS-LL, e.g., (a) it supports congestion control, (b) it supports RTT/PLR measurements without the need to implement the PMF protocol, (c) it is implemented in high-layers so it can interact with applications, etc.
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[bookmark: _Toc100745569][bookmark: _Toc101168826][bookmark: _Toc104869279]6.12.1	Introduction
The solution in clause 6.12 specifies a new ATSSS steering functionality, called Multipath QUIC-IP (MPQUIC-IP) steering functionality, and addresses the objective of KI#2 for a QUIC-based steering functionality. It borrows several aspects from solutions studied in TR 23.700-93 [5], mainly from Solution #6 "MPQUIC-LL Steering Functionality" and from Solution #14 "Proxy based solution using MP-QUIC".
The solution is primarily based on the draft-ietf-masque-connect-ip [31], which specifies how IP traffic can be transferred between a client (UE) and a proxy (UPF) using the HTTP/3 protocol [28]. The HTTP/3 protocol operates on top of the QUIC protocol [6], which supports simultaneous communication over multiple paths, as defined in draft-ietf-quic-multipath [10].
The solution considers the following modes for transmitting an IP flow (see further details in clause 6.12.3, step 5):
-	Datagram mode 1: This mode encapsulates the IP packets into QUIC DATAGRAM frames. It provides unreliable transport and adds sequence numbers to the transmitted IP packets, so that the received IP packets can be re-ordered, and the duplicated IP packets can be removed.
-	Datagram mode 2: This mode encapsulates the IP packets into QUIC DATAGRAM frames. It provides unreliable transport but does not add sequence numbers to the transmitted IP packets. Therefore, it may result in data delivery with out-of-order packets and/or with duplicated packets.
-	Stream mode: This mode encapsulates the IP packets into QUIC STREAM frames. It provides reliable transport (based on the existing mechanisms supported by the QUIC protocol) and supports data delivery without out-of-order packets and without duplicated packets.
NOTE:	Stream mode provides strict reliability and in-order delivery with re-transmissions and therefore leads to melt down phenomena [see http://sites.inka.de/~W1011/devel/tcp-tcp.html] when reliable (e.g. QUIC) is carried, or counteracts application decisions when UDP is selected to avoid reliability and/or in-order delivery.
The Datagram mode 1 and the Stream mode are particularly useful for supporting per-packet splitting, i.e., when the packets of an IP flow are split across multiple accesses and may be received out-of-order. The Datagram mode 2 is a simple transport mode which can be applied for applications that can tolerate packet reordering or duplicated packets. The Datagram mode 2 features benefits compared to ATSSS-LL, e.g., (a) it supports congestion control, (b) it supports RTT/PLR measurements without the need to implement the PMF protocol, etc.
As clarified in clause 6.12.6, the MPQUIC-IP solution defines the mechanisms needed for packet re-ordering (Datagram mode 1 and Stream mode) and the conclusions should indicate which of those mechanisms should be defined in the normative specs.
Editor's note: It is FFS whether all or some (and which) of the above transport modes are needed. Further analysis is needed to determine the final set of supported transport modes.
[bookmark: _Toc101168827][bookmark: _Toc104869280]6.12.2	High-level Description
The key principles of the solution are summarized below.
-	After the MA PDU Session establishment, the UE creates one or more multipath QUIC connections with the UPF. Each multipath QUIC connection is associated with a QoS flow, i.e. it carries the traffic mapped to a QoS flow.
-	The UE operates as a connect-ip client and the UPF operates as a connect-ip proxy, both defined in draft-ietf-masque-connect-ip [31]. Therefore, the UE supports an HTTP/3 client and the UPF supports an HTTP/3 proxy, both of them operating over QUIC.
-	On each of the established QUIC connections, the UE sends an extended HTTP CONNECT request to UPF (as defined in [31]) indicating that IP proxying over HTTP is needed.
-	When the UE wants to transmit an uplink packet of an IP flow, the UE:
-	Selects which QUIC connection will be used for the uplink traffic of the IP flow based on the QoS flow associated with the IP flow;
-	Creates a new bidirectional QUIC stream on the selected QUIC connection;
-	Configures the QUIC stream to apply a steering mode (i.e. the steering mode that should be used for the uplink traffic of the IP flow based on the ATSSS rules); and
-	Forwards to UPF the uplink packets of the IP flow using multipath QUIC transport.
-	When the UPF wants to transmit a downlink packet of an IP flow, the UPF:
-	Selects which QUIC connection will be used for the downlink traffic of the IP flow (this QUIC connection is the same as the one selected by UE for the IP flow, assuming the QoS flow in UL and DL directions is the same);
-	Selects a bidirectional QUIC stream on the selected QUIC connection (this QUIC stream is the same as the one created by the UE for the IP flow);
-	Configures the QUIC stream to apply a steering mode (i.e. the steering mode that should be used for the downlink traffic of the IP flow based on the N4 rules); and
-	Forwards to UE the downlink packets of the IP flow using multipath QUIC transport.
The following figure illustrates how the traffic of an IP flow is transferred between the UE and UPF using multipath QUIC transport [9]. In this figure, it is assumed that the uplink traffic and the downlink traffic of the IP flow are mapped to the same QoS flow (QFI-1). Therefore, both the uplink traffic and the downlink traffic of the IP flow use the same multipath QUIC connection.


Figure 6.12.2-1: Using multipath QUIC transport for a IP flow
The bidirectional QUIC stream is established by the UE to enable transmission of uplink IP packets (blue) and downlink IP packets (red) of the IP flow. The UE configures this stream to send uplink traffic with a steering mode determined based on the ATSSS rules in the UE (uplink steering mode). The UPF configures this stream to send downlink traffic with a steering mode determined based on the N4 rules in the UPF (downlink steering mode). The data packets of the IP flow shown in Fig. 6.12.2-1 are transmitted in datagram mode (mode 1 or mode 2), i.e. they are encapsulated in HTTP datagrams and QUIC DATAGRAM frames, each one carrying header information (see the Quarter Stream ID defined in draft-ietf-masque-h3-datagram [29]) that associates it with the established bidirectional stream. As discussed below, the IP packets of the IP flow may be transmitted in stream mode (instead of datagram mode), i.e. transmitted directly over the bidirectional stream. In this case, the IP packets of the IP flow are encapsulated in DATAGRAM capsules (see [29]) and QUIC STREAM frames.
Figure 6.12.2-2 and Figure 6.12.2-3 illustrate the components of the MPQUIC-IP steering functionality used to support data transmission in the uplink and downlink direction respectively. The MPQUIC-IP steering functionality is composed of three components:
1)	QoS flow selection & Steering mode selection: This component in the UE initiates the establishment of one or more QUIC connections, after the establishment of the MA PDU Session and, for each uplink IP flow, it selects a QoS flow (based on the QoS rules), a steering mode (based on the ATSSS rules) and a transport mode (see further details below). This component in the UPF selects, for each downlink IP flow, a QoS flow (based on the N4 rules), a steering mode (based on the N4 rules) and a transport mode (see further details below)
	In the UE, this component is only used in the uplink direction, while, in the UPF, this component is only used in the downlink direction.
2)	HTTP/3 layer: Supports the HTTP/3 protocol defined in draft-ietf-quic-http [28] and the extensions defined in:
-	draft-ietf-masque-connect-ip [31] for supporting IP proxying over HTTP; and
-	draft-ietf-masque-h3-datagram [29] for supporting HTTP datagrams.
	The HTTP/3 layer selects a QUIC connection to be used for each IP flow and allocates a new QUIC stream on this connection that is associated with the IP flow. It also configures this QUIC stream to apply a specific steering mode (further details are provided below).
	In the UE, the HTTP/3 layer implements an HTTP/3 client, while, in the UPF, it implements an HTTP/3 proxy.
3)	QUIC layer: Supports the QUIC protocol as defined in the applicable IETF specifications (RFC 9000 [6],
	RFC 9001 [7], RFC 9002 [8]) and the extensions defined in:
-	RFC 9221 [9] for supporting unreliable datagram transport with QUIC; and
-	draft-ietf-quic-multipath [10] for supporting QUIC connections using multiple paths simultaneously.


Figure 6.12.2-2: Components of MPQUIC-IP steering functionality used for UL data transmission


Figure 6.12.2-3: Components of MPQUIC-IP steering functionality used for DL data transmission
The protocol stack of the solution is depicted in Figure 6.12.2-4 below.


Figure 6.12.2-4: UP protocol stack of the solution
[bookmark: _Toc100745571][bookmark: _Toc101168828][bookmark: _Toc104869281]6.12.3	Procedures
Figure 6.12.3-1 below depicts the key steps of the procedure that enables data traffic to be exchanged between the UE and UPF using the MPQUIC-IP steering functionality.


Figure 6.12.3-1: Procedure for enabling data traffic using the MPQUIC-IP steering functionality
1.	The UE establishes a MA PDU Session with the 5G core (5GC) network. During the MA PDU Session establishment:
-	In the PDU Establishment Request message, the UE indicates that it supports the MPQUIC-IP steering functionality. This indication can be used by the network (a) to select a UPF that also supports the MPQUIC-IP steering functionality and (b) to decide whether the ATSSS/N4 rules for the MA PDU Session may use the MPQUIC-IP steering functionality.
-	The UE receives MPQUIC-IP proxy information, i.e. one IP address of UPF, one UDP port number and the proxy type (e.g. "connect-ip"). This information is used by the UE for establishing QUIC connections with the UPF, which is also referred to as "MPQUIC-IP proxy".
-	The UE receives one IP address/prefix for the MA PDU Session and two additional IP addresses/prefixes, called "link-specific multipath QUIC" addresses; one associated with 3GPP access and another associated with the non-3GPP access. These two addresses can be used by the UE to create two paths in a multipath QUIC connection.
-	The UE receives QoS rules and ATSSS rules to be applied for the MA PDU Session, for QoS enforcement and traffic steering enforcement respectively. Similar rules (N4 rules) are received by UPF.
2.	After the MA PDU Session is established and the UE identifies that one or more ATSSS rules require traffic steering using the MPQUIC-IP steering functionality, the UE determines the number of multipath QUIC connections to be established with the UPF (MPQUIC-IP proxy). For example, the UE may determine to establish as many multipath QUIC connections, as the number of QoS flows of the MA PDU Session, i.e. one multipath QUIC connection per QoS flow. The QoS rules provided to UE include downlink QoS information and the UE applies the downlink QoS information to establish QUIC connections for the QoS flows used for downlink traffic only.
3.	The UE establishes the number of multipath QUIC connection with the UPF (MPQUIC-IP proxy) determined in the previous step. This results into several multipath QUIC connections between the UE and UPF, each one composed of multiple paths, e.g. one path over 3GPP access and another path over non-3GPP access.
NOTE 1:	Data transmitted over a multipath QUIC connection must be encrypted according to RFC 9001 [7]. However, encryption might not be necessary when the multipath QUIC connection is established between UE and UPF, because the underlying 5G security mechanisms can be applied.
Editor's note: Whether and how encryption in the QUIC layer can be omitted is FFS and need to be verified by SA3. The impact due to encryption regarding overhead and performance is FFS.
	During a QUIC connection establishment, the UE and UPF negotiate QUIC transport parameters and indicate (a) support of QUIC Datagram frames and (b) support of multipath. They indicate support of QUIC Datagram frames by providing the "max_datagram_frame_size" transport parameter with a non-zero value (see RFC 9221 [9]) and they indicate support of multipath by providing the "enable_multipath" transport parameter (see draft-ietf-quic-multipath [10]).
	After a QUIC connection establishment, the HTTP/3 client and the HTTP/3 proxy negotiate HTTP settings and indicate support of HTTP Datagrams (see draft-ietf-masque-h3-datagram [29]) and support of Extended CONNECT (see draft-ietf-httpbis-h3-websockets [30]).
	The QoS flow associated with a QUIC connection is also negotiated between the UE and UPF. This is done by using a new QUIC transport parameter (defined by 3GPP) when the QUIC connection is established.
NOTE 2:	QUIC transport parameter needs to be registered in IANA (by stage 3).
4.	On each of the established QUIC connections, the UE sends an extended HTTP CONNECT request to UPF (as defined in [31]) indicating that IP proxying over HTTP is needed. If this is accepted by UPF, it responds with a 200 status.
5.	The UE generates a new IP packet (IP packet #1) that should be sent via the MA PDU Session. This IP packet initiates a new IP flow, i.e. a sequence of IP packets using the same 5-tuple. For this new IP flow (and for each new IP flow):
-	The UE selects a QoS flow (QFI) over which the IP flow should be transmitted. This is selected by using the received QoS rules.
-	The UE selects a steering mode that should be applied for the IP flow. This is selected by using the received ATSSS rules.
-	The UE selects a transport mode, e.g. a datagram transport mode or the stream transport mode. This is selected by using the received ATSSS rules, i.e. each ATSSS rule which indicates that the MPQUIC-IP steering functionality should be applied for the matching traffic, indicates also the transport mode that should be applied for this traffic.
	The datagram transport mode supports the following two sub-modes of operation:
-	Datagram mode 1 (with sequence numbers): The HTTP/3 proxy/client or the "QoS flow selection and Steering mode selection" layer prefixes each UDP data with a sequence number before passing it to the QUIC layer for multipath transmission. The sequence numbers are applied by the receiving endpoint (HTTP/3 client/proxy) to re-order the UDP data and remove duplicated UDP data. Details of how packet reordering is support with the MPQUIC-IP steering functionality are provided in clause 6.12.6.
Editor's note: It is FFS how to ensure re-ordering on the receiver side is implemented and activated, when needed.
Editor's note: It is FFS how same re-ordering in both Down- and Uplink can be provided which is pre-requisite for a consistent and good user experience.
Editor's note: http3 does not specify sequencing. It is FFS which IETF sequencing scheme can/will be used.
-	Datagram mode 2 (without sequence numbers): The HTTP/3 proxy/client does not prefix each IP packet with a sequence number before passing it to the QUIC layer for multipath transmission. This may result (depending on the applied steering mode) in data delivery with out-of-order packets and/or with duplicated packets. For some applications, however, such type of data delivery may be acceptable.
	The datagram mode 2 is needed (although it does not support re-ordering) because it features benefits compared to ATSSS-LL, e.g., (a) it supports congestion control, (b) it supports RTT/PLR measurements without the need to implement the PMF protocol, etc.
Editor's note: It is FFS whether this Datagram mode 2 is needed, when the same can be achieved by Datagram mode 1 without applying re-ordering.
Editor's note: It is FFS whether this Datagram mode 2 is needed as ATSSS-LL can provide same functionality with much less overhead when the only advantage is packet-loss detection.
	In both datagram modes, every IP packet is encapsulated within an HTTP DATAGRAM, which if further encapsulated within an QUIC DATAGRAM frame [9]. The payload of the HTTP DATAGRAM is composed of a Context ID and a Payload (as defined in draft-ietf-masque-connect-ip [31]): HTTP DATAGRAM payload = {Context ID (i), Payload (..)}.
	The Datagram mode 1 and Datagram mode 2 use two different (and pre-defined in 3GPP) Context IDs, e.g. Context ID=0 and Context ID=1, respectively. With Context ID=0, the Payload contains the IP packet, whereas, with Context ID=1, the Payload contains a sequence number followed by the IP packet. The format of QUIC DATAGRAMs used in both datagram modes is shown below. As specified in clause 6.12.6, the Datagram mode 1 may support reordering either in the HTTP/3 layer (as described above) or in the layer above HTTP/3. In the latter case, the definition of a new Context ID is not needed as sequencing and reordering is performed outside the HTTP/3 layer.
	Datagram mode 1
	[image: ]

	Datagram mode 2
	[image: ]



Editor's note: It is FFS how the MPQUIC steering functionality does re-ordering for the Datagram mode 1 (with sequence numbers). It is FFS whether and which parts of re-ordering mechanisms can be specified by IETF, should be specified by 3GPP, and can be left for implementation.
Editor's note: It is FFS whether Stream mode and/or Datagram mode 2 are needed. Both do not support required rel18 functionality for non-TCP traffic splitting of unreliable traffic, including the transport mode negotiation.
6.	The UE selects a multipath QUIC connection to be used for the new IP flow (e.g. based on the selected QFI) and the UE allocates a new QUIC stream (e.g. stream 40) in this multipath QUIC connection. This new stream is associated with the new IP flow. The UE configures the new stream to transmit data traffic using the selected steering mode for this IP flow.
9.	The UE sends the IP packet using the allocated new stream on the selected QUIC connection.
	When the datagram transport mode is selected (mode 1 or mode 2), the UE encapsulates the IP packet within an HTTP DATAGRAM frame [29], which is transferred inside a QUIC DATAGRAM frame [9]. The header of the HTTP DATAGRAM indicates that this datagram is associated with stream 40 (i.e. the Quarter Stream ID is set to 10).
	When the stream transport mode is selected, the UE encapsulates the IP packet within an HTTP DATAGRAM frame [29] that is further encapsulated in a DATAGRAM capsule (see [29]), which is transferred inside a QUIC STREAM frame [6].
	In the example procedure shown in Figure 6.12.3-1, the datagram transport mode (mode 1 or mode 2) is selected. The UE sends a QUIC DATAGRAM frame to UPF that encapsulates the IP packet, which is forwarded by UPF to the remote host.
11.	When an IP packet is received by UPF (MPQUIC-IP proxy) from the remote host (IP packet #2), this IP packet is transferred to the UE using the established context information for the IP flow, i.e. using the selected multipath QUIC connection, the selected stream on this connection, the selected steering mode, and the selected transport mode. Such context information is stored in the UPF and in the UE and is applied for all the IP packets of the IP flow.
12.	Similarly, when another IP packet is generated by the UE app (IP packet #3), this IP packet is transferred to UPF (MPQUIC-IP proxy) using again all the stored context information for the IP flow.
NOTE 2:	The context information for an IP flow in the UE and in the UPF is created when the initial IP packet (i.e. IP packet #1) of this IP flow is transferred. All subsequent IP packets of the same IP flow are transferred between the UE and the UPF using this context information.
When the UE identifies that the context information for an IP flow is no longer needed, the UE deletes this context information and releases the associated QUIC stream, which cause the UPF to delete the context information stored in UPF.
The following figure 6.12.3-2 illustrates an example of how the uplink traffic of various IP flows is transferred from the UE to UPF using QUIC multipath transport, and how the UPF relays this traffic to a final destination (remote host). Note that, for each IP flow there is an associated QUIC connection and an associated bidirectional QUIC stream, which is configured to apply a specific steering mode for the uplink traffic. For example, the red IP flow is associated with the multipath QUIC connection #1 and with the red Stream Y, which is configured to apply the Smallest delay steering mode in the uplink direction.
All IP flows shown in this figure, except the blue IP flow, are transferred with the datagram transport mode (mode 1 or mode 2), i.e. their data packets are transferred inside QUIC DATAGRAM frames. The blue IP flow is transferred with the stream transport mode, so its data packets are transferred inside QUIC STREAM frames.
The downlink traffic of IP flows is transferred between the UE and UPF in a similar way.


Figure 6.12.3-2: Example of user-plane operation using the MPQUIC-IP steering functionality (UL direction)
[bookmark: _Toc100745572][bookmark: _Toc101168829][bookmark: _Toc104869282][bookmark: _Hlk110958919]6.12.4	User-plane overhead
Editor’s note: This clause is FFS.
6.12.5	Co-existence with MPTCP and ATSSS-LL
Editor’s note: This clause is FFS.
6.12.6	Handling of out-of-order delivery
In some scenarios, the multipath transmission of an IP flow using the MPQUIC-IP steering functionality can lead to a large percentage of received packets being out-of-order. These packets need to be reassembled in the correct order (i.e., to be re-ordered) before they are consumed. This out-of-order delivery issue can be significant when:
-	The MPQUIC-IP steering functionality applies the Load-Balancing steering mode for an IP flow and (a) the transmitted packets are scheduled across the two accesses in a per-packet round-robin fashion (aka "per-packet splitting") and (b) the difference of RTTs across the two accesses is large.
In other scenarios, e.g., when the MPQUIC-IP steering functionality applies a steering mode other than Load-Balancing, the out-of-order delivery caused by multipath transmission is very limited because, most of the time, the traffic of the IP flow is transmitted on one access only.
Even in the scenarios where Load-Balancing is applied, the excessive out-of-order delivery can be mitigated by avoiding per-packet round-robin scheduling. Note that the ATSSS specifications mandate only the traffic to be split using certain percentages (e.g., 50% over 3GPP, 50% over non-3GPP) but do not specify a time window for achieving these percentages. For example, a UE may choose to perform splitting every 20 packets, e.g., send 10 packets over 3GPP and the next 10 packets over non-3GPP. This type of traffic scheduling can be very well applied by the UE/UPF for Load-Balancing, and it is compliant with the ATSSS specifications. UE/UPF implementations may also choose to adjust their traffic scheduling based on the difference of RTTs across the two accesses in order to minimize the percentage of out-of-order packets.
Nevertheless, to enable scenarios where per-packet spitting is required and out-of-order delivery cannot be avoided otherwise, the MPQUIC-IP steering functionality is able to: 
-	Offload the re-ordering procedure to the application, when the network indicates (via the "transport mode" parameter in the ATSSS/N4 rules) that Datagram mode 2 should be applied. In this case, the MPQUIC-IP does not perform packet re-ordering since the PCF indicates that packet re-ordering can be handled by the application.
-	Apply packet re-ordering by using the existing mechanisms provided by QUIC for stream transport, when the PCF indicates that the stream mode should be applied. This may be indicated by PCF for applications that do not perform retransmissions themselves (e.g., do not embed QUIC streaming functionality in the application) hence the meltdown effect can be avoided.
-	Apply packet re-ordering by using new mechanisms not provided by QUIC, when the PCF indicates that the Datagram mode 1 should be applied. This may be indicated by PCF for applications that perform retransmissions themselves (e.g., embed QUIC streaming functionality in the application). 
The new mechanisms that can be used for packet sequencing and re-ordering in Datagram mode 1 can be supported either in the HTTP/3 layer (as described in clause 6.12.3) or can be supported in the layer above HTTP/3. Whether the mechanisms for Datagram mode 1 are needed in Rel-18 or whether the Stream mode is sufficient is considered in the conclusions of KI#2 (in clause 8).
Editor's note: It is FFS how to ensure re-ordering on the receiver side is implemented and activated, when needed.
Editor's note: It is FFS how same re-ordering in both Down- and Uplink can be provided which is pre-requisite for a consistent and good user experience.
Editor's note: http3 does not specify sequencing. It is FFS which IETF sequencing scheme can/will be used.
Editor's note: It is FFS how the MPQUIC-IP steering functionality does re-ordering for the Datagram mode 1 (with sequence numbers). It is FFS whether and which parts of re-ordering mechanisms can be specified by IETF, should be specified by 3GPP and can be left for implementation.
Editor's note: It is FFS whether Stream mode and/or Datagram mode 2 are needed. Both do not support required rel18 functionality for non-TCP traffic splitting of unreliable traffic, including the transport mode negotiation.
6.12.7	Handling of duplicated packets
In some scenarios, the multipath transmission of a IP flow using the MPQUIC-IP steering functionality can lead to reception of double copies of the same packet. The duplicated copies of packets need to be discarded (i.e., to be deduplicated) before they are consumed. This duplicated delivery issue can arise when:
-	The MPQUIC-IP steering functionality applies the redundant steering mode for an IP flow.
The MPQUIC-IP steering functionality addresses this issue as follows:
-	An ATSSS/N4 rule which indicates that redundant steering mode should be applied, may include an additional parameter called "deduplication info". When the "deduplication info" parameter is false or is not included, the MPQUIC-IP steering functionality at the receiver shall not perform packet deduplication. In this case, it is assumed that packet deduplication is performed by the application itself. Otherwise, the MPQUIC-IP steering functionality shall number the transmitted packets and shall perform packet deduplication using an implementation specific mechanism.
6.12.84	Impacts on Existing Nodes and Functionality
Editor's note: FFS.
Editor's note: Protocol overhead to be provided, i.e. FFS.
The 5GC network functions shall be able to support the following functionality in addition to the ATSSS functionality defined in Rel-17.
AMF
-	No additional functionality is needed. It is assumed that when 5GC supports ATSSS / Rel-18, then all ATSSS-capable SMFs in 5GC are able to support MPQUIC.
SMF
-	Shall be able to determine whether the UE supports the MPQUIC-IP steering functionality and to indicate this to PCF.
-	Shall be able to create ATSSS/N4 rules that apply the MPQUIC-IP steering functionality, based on the PCC rules received from PCF.
-	Shall be able to select a UPF that supports the MPQUIC-IP steering functionality.
PCF
-	If it is informed from SMF that the UE supports the MPQUIC-IP steering functionality, then it shall be able to determine which IP flows should be steered with the MPQUIC-IP steering functionality. For each IP flow, it shall be able to indicate a steering mode and a transport mode (e.g., stream mode or datagram mode 1/2).
UPF
-	Shall be able to support the MPQUIC-IP steering functionality defined in clause 6.12 for steering the IP flows indicated in the received N4 rules. For each IP flow, it should apply the transport mode (e.g., stream mode or datagram mode 1/2) indicated in the received N4 rules.
UE
-	Shall be able to indicate in the PDU Session Establishment Request that is supports the MPQUIC-IP steering functionality.
-	Shall be able to support the MPQUIC-IP steering functionality defined in clause 6.12 for steering the IP flows indicated by the received ATSSS rules. For each IP flow, it should apply the transport mode (e.g., stream mode or datagram mode 1/2) indicated in the received ATSSS rules.
The impact of the MPQUIC-IP steering functionality to IETF is the following:
-	The MPQUIC-IP steering functionality is based on:
a)	IETF RFCs specifying the QUIC protocol [6] – [9] and on draft-ietf-quic-multipath [10] defining QUIC extensions for multipath support; and
b)	IETF documents defining support for HTTP/3 including draft-ietf-quic-http [28], draft-ietf-masque-connect-ip [31] for supporting UDP proxying over HTTP, draft-ietf-masque-h3-datagram [29] for supporting HTTP datagrams and draft-ietf-httpbis-h3-websockets [30] for supporting Extended CONNECT.
The MPQUIC-IP steering functionality does not require changes to any of the above documents.
-	A new QUIC transport parameter must be defined by 3GPP and registered with IANA. This transport parameter associates a QUIC connection with a QoS flow.

End of Changes
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