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[bookmark: _Hlk526665839]Abstract of the contribution: This paper proposes update to the evaluation and conclusions sections for KI#1 in TR 23.700-81.
Discussion
23.700-81 clause 7.1 divides the solutions to KI#1 in 5 categories. This contribution adds additional insights to the evaluation and proposes an amended conclusion aligned with the evaluation. The additional insights include:
1. The use of partitioning an AOI into sub-areas and the corresponding determination of the sub-area type and ID enables the re-use of ML models when similar statistical properties are detected between input data set that belong to different AOIs. The benefit is to create richer and/or re-use input data set for training, aiming at improving the accuracy.
2. Enabling analytics consumers (respectively AnLF) to make a performance assessment of the analytics service (respectively ML model) and to rate it, allows to collect more information about the performance of the analytics service (respectively ML model), and to take appropriate actions, including ML model re-training and/or re-provisioning.
3. The accuracy of an analytics services should be documented in an accuracy report that can be delivered to a service consumer (network function and/or OAM). This way, the service consumer can use the accuracy report to take appropriate actions and decision, e.g., to manage the subscription, trigger re-training, etc.

Proposal
It is proposed to add the following to TR 23.700-81.
[bookmark: _Toc97526931][bookmark: _Toc101526315][bookmark: _Toc104883169][bookmark: _Toc113274028]*** Start of changes ***
[bookmark: _Toc59102003][bookmark: _Toc54779787][bookmark: _Toc57201612][bookmark: _Toc54786747][bookmark: _Toc57641650][bookmark: _Toc113350349][bookmark: _Toc113351207]7.1	Key Issue #1: How to improve correctness of NWDAF analytics
According to the Table 6.0-1, solutions #1-#7 and solutions #28-#36 are proposed for Key Issue #1. All proposed solutions can be categorized in the following categories:
-	Support for using multiple ML models (3 solutions).
-	Dataset properties and ML model accuracy management (4 solutions).
-	Detection of drift of an ML model (5 solutions).
-	Receiving feedback from service consumers to NWDAF (3 solutions).
-	Accuracy report from NWDAF to the service consumer (1 solution).
In the following each category will be evaluated separately.
Support for using multiple ML models
Solutions #1, #31, and #36 propose multiple ML models for improving overall accuracy of prediction generated by NWDAF. Having multiple ML models for a single analytics report helps NWDAF containing MTLF to provide more than one ML model during provisioning to NWDAF containing AnLF. When a prediction is being generated, NWDAF containing AnLF has more than one ML model available to use. This allows the NWDAF containing AnLF to choose a suitable ML model depending on, e.g. UE location, time of day, network load, or any other filter of information.
Solution #1 is about using several ML models by NWDAF(AnLF) and them voting and choosing the best prediction using an internal scoring mechanism. It also includes enhancing provisioning procedure to provide pairs of unique identifiers of the ML model and its corresponding ML model information when multiple ML models are available for an analytics report.
Solution #31 proposes providing several analytics reports to service consumer and let the service consumer to choose between delivered results for an analytics report. The service can use for instance confidence level in the analytics reports and choose the one with the highest value.
Solution #36 enhances ML model provisioning in a way that NWDAF containing AnLF includes extra information i.e. inputs about the data used for inference to NWDAF containing MTLF, when ML model provisioning process is triggered. This allows the NWDAF containing MTLF to select one out of multiple ML models, or even generate a new one. In this solution, the NWDAF containing AnLF receives a single ML model as per existing procedures. Only the NWDAF containing MTLF is assumed to have access to multiple ML Models, from which one of them is selected and provisioned to the NWDAF containing AnLF.
Dataset properties and ML model accuracy management
Solutions #2, #3, #33, and #35 propose technics for ML model accuracy management by providing information about the datasets used to train ML models.
Solution #2 is applicable to the Service Experience analytics ID. The solution proposes that when the AF provides Service Experience Information for a group UEs, the AF also provides a "Service Experience Contribution Weight" with each UE's Service Experience value. The "Service Experience Contribution Weight" is determined by the AF and indicates the relative importance of each UE's Service Experience. This information can be used by the NWDAF containing MTLF to include more important values when predictions are generated.
Solution #3 is about calculation of ML model validation in NWDAF containing MTLF (Accuracy in Training) and then ML model accuracy measurement in NWDAF containing AnLF. Then, NWDAF containing AnLF collects the actual data and reports the measured accuracy (Accuracy in Use) as feedback to NWDAF containing MTLF. Diverging between these two values is detected by NWDAF containing AnLF and will be a sign that NWDAF containing MTLF needs to take action to improve the analysed ML model. This solution can be useful to increase the quality of ML models trained by NWDAF containing MTLF where a metric can be used to evaluate the ML model's performance dynamically. However, the usage of Accuracy in Use needs to be elaborated in a clearer way, for example, it is not clear how to detect that the actions of the NFs based on predictions modify the result of a prediction, thus, invalidating the input for the Accuracy in Use.
Solution #33 introduces a way for a service consumer to request corrections, in time, of analytics predictions NWDAF will then send corrected predictions within a time window to the service consumer.
Solution #35 discusses a way to further classify a AoI into sub-areas with different properties. A service consumer subscribes to the  area monitoring analytics service from NWDAF and NWDAF will provide information about expected environment properties. Also, NWDAF subscribes to a service to receive an identifier associated to the properties of the monitored area. Areas with similar properties will be associated to the same ID,However, it is not clear what environmental statistical properties are really used to classify the sub-areas. The benefits consist in enabling the re-use of ML models based on similarity of input data sets, rather than based only on same AOIare not clear that an AnLF should understand those properties in order to request ML model for different sub-area types.
ML model drift detection
Solutions #5, #7, #29, #30, and #32 propose solutions for ML model drift detection.
Solution #5 is about error monitoring of ML models when a model is provisioned. If any error is detected in an ML model, then proper action e.g. re-training will be triggered. Two options are presented for detecting the drift of the ML model. Option #1 is based on detection performed at an NWDAF containing AnLF. Option #2 is based on detection performed at an NWDAF containing MTLF.
Option #1 is based on a comparison, performed at an NWDAF containing AnLF, between the result of a prediction and the actual value.
Option #2 is based on the NWDAF containing MTLF collecting the data and/or events that have been previously collected by the NWDAF containing AnLF, and a subsequent computation of the differences between the set of trained data at step and the collected events/data. This option implies a duplication in the collection of data, on one side by the NWDAF containing AnLF and in another side by the NWDAF containing MTLF, which is not efficient, even in cases where ADRF is used to store the collected data. Also, some terms like classes of 5G state are not explained in the solution.
Solution #7 introduces the notion of a new Trusted Rating Logical Function, which delivers to the analytics consumers the rating of each Analytics ID ML model for a given NWDAF and delivers to AnLF the rating of each ML model for a given MTLF. and Analytics ID. Also, the TRLF allows NWDAF service consumers to generate the rating for the Analytics ID and ML model, depending on the scenario. The ratings are determined based on metrics which are defined by the provider of the Analytics ID/ML model, but they can be set by the operator too and they might include accuracy.  This allows the analytics service consumer to select an NWDAF with a hightaking into account such rating.  Then NWDAF can generate a token for rating the correctness of analytics reports, thus ensuring that only real consumers provide the rating. Despite Tthe solutions seems biased to themight penalize an NWDAF with low rating, it actually enables . an NWDAF with low rating to trigger re-training of the ML models used by that NWDAF.Since NWDAF with low rating may never be selected by the AnLF, they can hardly be re-rated. Furthermore, it is not clear what metrics are used in the rating, who provides those metrics. The task of evaluating NWDAF performance seems to be relevant mostly to OAM and not NWDAF can use it e.g., to trigger re-training.
Solution #29 is about detecting ML model drift in by NWDAF containing AnLF and report it back to NWDAF containing MTLF for proper action. The solution enables the NWDAF containing MTLF to learn about NWDAF containing AnLF using already provisioned ML Models, and a subsequent subscription from the NWDAF containing MTLF to those NWDAFs containing AnLF, which send notifications when they detect the ML model degradation. The NWDAF containing MTLF marks degraded ML models and takes the proper action (e.g. ML Model retraining, indication of "degraded" ML model in ML Model provisioning service operation, choose another ML model for the same Analytics ID).
Solution #30 is about a method where either NWDAF containing MTLF or AnLF will monitor one or multiple ML models for analytics report to evaluate the accuracy of an ML model. The overall solution is appropriate, but it needs to be established in a better way. For instance, it should be clear whether it is NWDAF containing MTLF or AnLF (NWDAF containing AnLF would be preferred) who is responsible for an ML model evaluation.
Solution #32 proposes that the NWDAF containing MTLF subscribes to the NWDAFs containing AnLF in order to get the performance of previously provisioned ML Models. The NWDAF containing AnLF will then detect possible ML model degradation and will inform the NWDAF containing MTLF accordingly.
Feedback from service consumers to NWDAF
Solutions #4, #6, and #28 are improving accuracy of NWDAF using feedback from the service consumers.
Solution #4 is about feedback from the service consumer to NWDAF containing AnLF which will be forwarded to NWDAF containing MTLF to decide whether the action that has been taken by the service consumer can cause ML model drift or not. The idea that a service consumer will send information about the action that has been taken seems not to be feasible since NWDAF is not supposed to know the internals of NFs, and not understand what actions taken will imply for the network, and therefore, for a prediction. All the data that are needed by NWDAF for either statistics or prediction will be gathered when needed and no more detail about the type of the action is of interest and any usage of this information seems not to be feasible to be implemented in NWDAF.
Solution #6 is about sending feedback from the service consumer to NWDAF containing AnLF. The feedback which is mentioned in this proposal is simple and does not carry any extra information about type of the action which is not relevant to what NWDAF does. The proposed solution seems to be reasonable and feasible but needs more clarification for instance about how ML model accuracy parameters are calculated to detect if an ML model is degraded.
Solution #28 proposes a method to assess accuracy of prediction by comparing predicted and real values and then from service consumer side, provide feedback about the quality of the analytics reports. The feedback has information about performance of an analytics ID by monitoring relevant KPIs. The monitoring process will provide Analytics ID Grade Information and Unstable Analytics ID information which will be used to measure the correctness of each analytics ID.
Accuracy report from NWDAF to the service consumer
Solution #34 proposes sending documenting the accuracy of Analytics IDs into an accuracy report from NWDAF to the service consumer which is supposed tocan be used by a consumer network function to manage the subscription e.g. terminate the subscription is accuracy is low or take the reported accuracy into account when a decision is being taken or by OAM. The detailed accuracy report is meant to scope the measurement of accuracy in the same way as Analytics requests are scoped, i.e., per Analytics ID, for a specific area, slice, (group of) UEs, in a given time window. The accuracy report is instrumental to monitor This solution seems not to have benefit on the accuracy of predictions from NWDAF, which is a necessary to determine e.g., if training is required. since the usage of accuracy report by the service consumer is not clearly elaborated. Moreover, the confidence level reported by NWDAF to service consumer can be enough to decide whether results from NWDAF are reliable or not. This solution provides a procedure to monitor accuracy based on MTLF, assisted by AnLF and ADRF respectively to provide Analytics output data (i.e., predictions) and to store the data (i.e., output data and the true observed events) labelled by a MonitorCorrelationID needed by MTLF to fetch the right data. The benefit of such solution consists in relieving AnLF from executing accuracy monitoring and posing the burden of the task on MTLF which is designed for heavy tasks.


*** Next change ***
[bookmark: _Toc113350361][bookmark: _Toc113351219]8.1	Key Issue #1: How to improve correctness of NWDAF
For KI#1, it proposes the following principles as the interim conclusion:
-	ML Model performance improvement can be achieved by comparing prediction using the current trained ML model and its corresponding ground truth data i.e. the corresponding true observed events.
-	The MTLF is to reselect a new ML model or retrain the existing ML model that provided to the AnLF when it determines ML model degradation by either:
-	MTLF determining ML model degradation by collecting new test data (including ground truth and the corresponding inference) and testing the ML model performance.
-	AnLF determining analytics accuracy by comparing predictions and its corresponding ground truth data and notifying the MTLF ML model degradation.
-	MTLF can compute accuracy by comparing the predictions and the corresponding ground truth data by fetching such data from ADRF using a MonitoringCorrelationID as described in Solution #34.
Editor's note:	It is FFS how NWDAF triggers to check analytics accuracy and ML model degradation.
Editor's note:	It is FFS whether/how the AnLF/MTLF calculates Model performance based on the feedback on Analytics performance from the consumer NF.
-	An analytics consumer requests or subscribes to NWDAF for accuracy information about Analytics ID(s). Accuracy information can be included in an accuracy report, scoped in the same way as Analytics requests are scoped, i.e., per Analytics ID, for a specific area, slice, (group of) UEs, in a given time window, etc. Accuracy information may include indication that analytics performance does not meet requirements or degradation from AnLF.
-	MTLT providing Multiple ML models to AnLF may help improve ML model performance. In this case, each ML is assigned a unique ML Model identifier by the MTLF.
NOTE:	The structure and format of the ML Model identifier and its uniqueness are up to stage 3.
-	In order to improve correctness of NWDAF Service Experience analytics, the AF may provide "Service Experience Contribution Weights" to the NWDAF as described in Solution #2.
-	When requesting an ML model via the MLModelProvision service, the AnLF can specify in the request the additional parameters indicated in solution #36.
-  NWDAF Analytics consumers can generate the rating for the Analytics ID output received by AnLF and request it to be stored so that other analytics consumers can retrieve them. Similarly, NWDAF AnLF can generate the rating for the ML Model received by MTLF and request it to be stored so that other AnLFs can retrieve it. The rating is based on metrics as described in Solution #7.
-  NWDAF can provide an analytics service which purpose is to extract statistical properties from an AOI or part of it (sub-area). The statistical properties are associated to an identifier by a functionality which purpose is to maintain the mapping of sub-areas with their type and ID, to enable re-use of ML models based on properties of input data sets.
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