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1 Discussion
[bookmark: _Hlk98750820]Typical examples are given for the parameter of non-fixed sampling ratio, editor’s Notes on clause 6.64.2.2 should be resolved. Solution #64 is updated to evaluations and conclusions.
[bookmark: _GoBack]2 Proposal
[bookmark: _Hlk513714389][bookmark: _Toc500949097][bookmark: _Hlk93055440]It is proposed to update TR 23.700-81 as follows.

First change 
[bookmark: _Toc113350300][bookmark: _Toc113351158][bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc97057914][bookmark: _Toc97052459][bookmark: _Toc97052787][bookmark: _Toc97057841]6.64.2.2	Data collection with dynamic frequency in model inference scenario
In order to optimize the performance and accuracy of data collection in the model inference scenario, the frequency of data collection can be set to the dynamic change mode. For example, in the application scenario of fault diagnosis and repair, when the network quality is good, data can be collected at low frequency and used for NWDAF's routine evaluation of the current situation. When the network quality is not good, if the collected data is insufficient, the problem may not be located. , at this time, the acquisition device can increase the acquisition frequency based on preliminary judgment criteria, such as when the fault index is greater than a certain threshold, so as to obtain more abundant fault data for root cause location and problem solving. The new parameters are shown in Table 6.64.2-2 below.
Table 6.64.2-2: New parameters added in event reporting mode parameters in model inference scenario
	Event Reporting Information Parameter
	Description
	Presence requirement

	Event reporting mode
	Mode of reporting - e.g. reporting up to a maximum number of reports, periodic reporting along with periodicity, reporting up to a maximum duration, reporting within time period.
	mandatory

	time period
	The time period for data reporting, for data collection that does not require high real-time performance, the time period can be set to idle time.
	

	Non-fixed sampling ratio
	Percentage of sampling list:
Percentage 1 of sampling (1%..100%)  when condition1, Percentage 2 of sampling (1%..100%)  when condition 2,etc
Condition can be such as NF load, service failure rate, etc.
	(see NOTE x)

	Note x: Two examples are cited. Firstly, in case condition is NF load. When NF load<70%, it is the normal collection frequency, once every 5 seconds; when 70% <NF load<90%, the collection frequency is once every 20 seconds; when NF load>90 %, the collection frequency is 0, that is, no collection. Secondly, in case condition is service failure rate. when the service failure rate is less than 2%, the collection frequency is once per second; when the service failure rate is >=2%, the collection frequency is once every 50 milliseconds.




Figure 6.64.2-2: Adjust the collection frequency according to the service failure rate
The above collection frequency is set to the dynamic Non-fixed sampling ratio. The collection frequency is adjusted according to the service failure rate. The collection frequency is divided into two levels. The first level is: when the service failure rate is less than 2%, the collection frequency is once per second; the second level is: when the service failure rate is >=2%, the collection frequency is once every 50 milliseconds.
Editor's note:	What conditions will be specified for dynamic sampling ratio is FFS.


Figure 6.64.2-3: Adjust the acquisition frequency according to the equipment load
The above sampling frequency is set to the dynamic Non-fixed sampling ratio, and the sampling frequency is adjusted according to the device load. The sampling frequency is divided into three levels. The first gear is: when NF load<70%, it is the normal collection frequency, once every 5 seconds; the second gear: 70%<NF load<90%, the collection frequency is once every 20 seconds; the third gear: NF load>90 %, the collection frequency is 0, that is, no collection. When data producer NF reports events / data, it includes data sampling ratio in the event / data notification.

Second change 
[bookmark: _Toc113350355][bookmark: _Toc113351213]7.4	Key Issue #4: How to Enhance Data collection and Storage
According to the Table 6.0-1, solution#12 and #41 to #46 are proposed for Key Issue 4.
Table 7.4-1 gives the comparison of candidate solutions and the corresponding solutions can be classified into four categories:
Table 7.4-1: Comparison of solutions for Key Issue#4
	Solutions
	Aspects addressed for the Key Issue
	Impacts on services, entities and interfaces

	
	Category-1:
ADRF stores types of data other than historical data and analytics
	Category-2:
DCCF relocation
	Category-3:
Dealing with buffer overflow of data producer due to muting notifications
	Category-4:
ADRF/NWDAF data management enhancement
	

	12
	
	
√

	
	
	Data consumer, DCCF, MFAF.

For DCCF and MFAF relocation, new services defined.

	41
	
	
	
√
	
	Data producer.

New parameters defined for existing services.

	42
	√
	
	
	
	ADRF, NWDAF.

For ML model storage, new services defined.

	43
	√
	
	
	
	ADRF,DCCF, NWDAF.

For ML model storage, new services defined.

	44
	
	
√

	
	
	DCCF.

New parameters defined for existing services.

	45
	
	
	
√
	
	Event Consumer NFs (DCCF, NWDAF),  Event Producer NFs (AMF, SMF, etc.).

New parameters defined for existing services.

	46
	
	
	
	
√
	NWDAF, DCCF, MFAF, ADRF.

 New services defined.

	64
	
	
	
	
√
	Data consumer,Data producer.

New parameters defined for existing services.



The solution evaluation for Category-1 is the following:
	Models are trained and retrieved from NWDAF containing MTLF. ADRF is suggested as an intermediate storage of models, before NWDAF containing AnLF retrieves them. Nothing prevents an NWDAF containing AnLF to retrieve the models directly from an NWDAF containing MTLF, this service is already available in Rel-17. Adding ADRF as an intermediate storage adds multiple ways to retrieve models, increase number of NFs included and thereby complexity and increase signalling between NFs. Models are viewed as business secrets and shall be protected. Model privacy when storing models in ADRF may be a concern, therefore, SA3 needs to investigate how to securely store the model without leaking privacy information.
	In Rel-17, MTLF provides the model storage URL and FQDN information to the AnLF. In other words, the MTLF manages the repository where models are stored, obviously this repository is standardized in R17. Therefore, since the ADRF function is built to maintain a centralized repository for AIML operations across the network, it is logical that ADRF can be reused to store the ML models. In addition, saving the ML model generates the additional signalling, in R17 it is hidden under the implementation, now it has been shown due to the standardization of the procedure.
The solution evaluation for Category-2 is the following:
	Solution#12 proposes that the source DCCF initiates the DCCF and MFAF reselection due to UE mobility. Target DCCF (MFAF) gets the data subscription and pending outputs from the source DCCF (MFAF). This solution is aligned with the purpose of deploying a DCCF, which is managing the complexity of subscriptions on behalf of the data consumer. Indeed, the benefit of the solution is that the data consumer does not need to resend the data subscription to the target DCCF and data/notifications are not lost during the process. Also, the solution provides a procedure to cover MFAF re-location, in case MFAFs are deployed separately from DCCF. The solution works when the data subscription is for single UE, not for group UE or any UE.
	Solution#44 argues that it is good enough to terminate the data subscription to the old DCCF and the data consumer does the DCCF selection and subscribes to the new DCCF due to UE mobility. Ulike NWDAF relocation, where the target NWDAF may need the same data and ML model from the source NWDAF in order to have consistent analytics performance, nothing is really needed by the target DCCF from the source DCCF. Therefore, Solution#44 proposes a simple and clean solution that the old DCCF terminates the subscription and the data consumer select and subscribe to a new DCCF, which has no impact to the current standards.
The solution evaluation for Category-3 is the following:
	Solution#41 proposes that when the buffer of the data producer is about to overflow, the data producer informs the data consumer that it cannot keep the muted notifications and send all the muted notifications to the data consumer.
	Solution#45 covers Solution#41 and it also proposes that the data consumer can provide exception instruction to the data provider and the data provider will make the final decision on how to treat the muted notifications when its buffer is overflow.
The solution evaluation for Category-4 is the following:
	Solution#46 proposes enhancement for the ADRF/NWDAF data management. In particular, data consumer can provide Storage Handling Information to ADRF/NWDAF. In addition, ADRF/NWDAF is also provisioned with the storage policy of the operator. Note that, despite all the data belongs to the operator, it may not be enough to only have the storage policy applied at the data storage. Enabling Storage Handling Information from individual data consumer allows an operator to deploy flexible rules and to gain more granular control over the desired policies. Also, it is possible for the data consumer to be informed if some data is to be deleted.
	Furthermore, Solution#46 proposes the option in which DCCF maintains the data storage information, so that it executes tasks towards the data storage on behalf of the data consumer and informs the data consumer about the data deletions on behalf of the data storage.
Solution#64 proposes enhancement for data collection and reporting of network data for NWDAF. In order to optimize the performance and accuracy of data collection and reduce the impact on data producers, data can be reported in a specified idle period of the device and data collection frequency can be set to the dynamic Non-fixed sampling ratio.

End of change 
[bookmark: _Toc113350364][bookmark: _Toc113351222]8.4	Key Issue #4: How to Enhance Data collection and Storage
1.	For Managing Impact of storing data in NFp during muting, Solutions #41 and #45 are adopted for normative work.
2.	For ADRF / NWDAF Data Storage Management, ADRF is configured with operator policies for data storage as defined in Solution#46.
3.	For storing ML models in ADRF, MTLF can store ML model in ADRF based on MTLF policy. ADRF shall not duplicate the functionality provided by MLModelProvision Service.
Editor's note:	Detailed procedures, service operations and corresponding parameters on how MTLF stores the ML model in ADRF are FFS.
4. For optimizing the collection and reporting of network data, data can be reported within specific time periods and data collection frequency can be set to the dynamic Non-fixed sampling ratio
3GPP
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