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Abstract of the contribution: This contribution proposes updated evaluation and conclusion for KI#6.
1. Discussion 
This contribution proposes updated evaluation and conclusions for KI#6.
2. Proposal

It is proposed to adopt the following text within TR 23.700-80.   

*** Start of the change ***

7.6
Key Issue #6: QoS and Policy enhancements
This Evaluation is related to the following requirements described in KI#6: "In order to conclude whether the 5G system meets QoS performance requirements as specified in clause 7.10 of TS 22.261 [2], this study needs to determine whether any additional QoS and/or policy enhancements to the 5G system are required".

The criteria for evaluation of solutions is as follows:
-
Whether a solution addresses the KI description, what aspects if not all.

-
Impacts in the system, NF and NF services impacted, procedure impacted.

-
Completeness of the solution, whether open issues are identified or Editor´s Note are listed.

7.6.1
QoS performance measurement assistance to Application AI/ML operation

Table 7.6.1-1 lists solutions that addresses how to map performance KPIs into 5GS QoS parameters and the procedure to perform QoS Monitoring for the UE to AI/ML application traffic to perform the AI/ML split, AI/ML download and federated learning as defined in KI#6.

Table 7.6.1-1: Mapping performance KPIs into QoS parameters. Procedure for Monitoring QoS parameters

	Solution
	Covers KI requirements
	Impacts on NFs
	Completeness
	Open issues/Editor´s Note (NOTE 1)

	#1
	Covers Delay, Traffic Inactivity and Analytics and procedure
	
Impacts AF, NEF, SMF/UPF.
AF:

-
Request monitoring of parameters described in clause 6.1.1 related to AI/ML-related traffic via Nnef_AFsessionWithQoS for QoS monitoring and Nnef_EventExposure_Subscribe for traffic usage and session inactivity time.

NEF:

-
Support the request for monitoring of parameters described in clause 6.1.1 related to AI/ML-related traffic.

-
New monitoring events required for traffic usage and session inactivity time.

SMF/UPF:

-
Provide the monitored parameters described in clause 6.1.1 related to AI/ML-related traffic.


	No open issues.

This solution leverages the QoS monitoring capabilities for URLLC services and other additional functions to support the relevant monitoring of AI/ML-based services.

And therefore, enabling the AF that hosts the AI/ML application server to monitor packet delay, traffic/data volume, and session inactivity time (via NEF). The monitoring results will assist the AI/ML operation.  



	

None identified. 



	#7
	Covers Delay and Bitrate and procedure 
	
Impacts RAN, SMF, UPF, PCF, NEF and AF
AF:

-
Include data rate monitoring request information in AF request.

PCF:

-
Include data rate monitoring request information in PCC rules.

SMF:

-
Include data rate monitoring request information in N2 SM information towards RAN node.

-
Expose data rate monitoring results to PCF or AF or local NEF.

UPF:

-
Expose data rate monitoring results to SMF or local NEF/AF.

RAN:

-
Send data rate monitoring results to UPF over user plane.


	Not complete yet.

Unclear how the AF request QoS Monitoring, given that the QoS reference is mandatory parameter in Nnef_AFSessionwithQoS and the QoS parameters in the PCC rule are mandatory.


	How to request QoS monitoring only without requesting QoS is performed in not defined.

NOTE: an alternative way for AF to subscribe delay and bitrate monitoring is to reuse 4.16.5.2 in TS 23.502, where AF/NEF provides service information to the PCF without other mandatory parameters except UE address and identification of the application session context
NOTE: Whether RAN can provide available bit rates is FFS and requires coordination with RAN WGs.

	#15

(NOTE 2)
	Covers Delay, Bitrate and Reliability. Covers the procedure.
	Impacts UE, UPF, SMF, AF.


UE:

-
Extend support for PMF functionality to single PDU Session, in addition to MA PDU.

UPF:

-
Extend support for PMF functionality to single PDU Session, in addition to MA PDU. New NF or existing.

NF (e.g. PCF):

-
Handle the QoS monitoring request from the AIML application server. It also interacts with other 5GC NFs (e.g. SMF) to configure and collect the QoS monitoring report.

-
Define new SBI interfaces to NEF.

SMF:

-
Configure PMF functionality to be used for ATSSS and/or application AIML measurements.


	Not complete yet.

New services are not described.


	NOTE: Whether and how to support new UE measurement should coordinate with RAN group.

NOTE:
How to support the co-existence of ATSSS and AIMLsys with PMF needs further clarification.

Open issue: Lack of details to describe how the new NF obtain the QoS monitoring requirements form AF for the target QoS Flow(s) prior to trigger the PMF for the QoS monitoring. 

	#40

(NOTE 2)
	Covers the Procedure for QoS Monitoring
	Impacts AF, NEF, SMF, and BSF. 

Defines a new NF.
AF:

-
Provides FL configuration parameters to the 5GC (NEF if AF is untrusted, or AFLSF is AF is trusted) via FL assistance services.

NEF:

-
Provides request/subscription services for FL assistance operation and consumes AFLSF services.

AFLSF:
-
Implicit awareness of application FL operation

-
Provides request/subscription services for FL assistance operation

-
Subscribes to NWDAF analytics, AMF/SMF event exposure
-
Handling of AMSID validation request
SMF:

-
Sends validation request to AFLSF for the AMSID to be used by the UE.
BSF:

-
Discovery of PCF address is enhanced to support discovery of PCF address(es) based on the group id for UE

-
Discovery of PCF address is enhanced to support discovery of PCF address(es) based on a list of UE IDs as an inputUE:

-
Requests to join an AI/ML session for FL.

	Introducing solutions to support group QoS configuration, provisioning and monitoring for FL operation. 



	NOTE: Details of group QoS would be discussed in KI#7. 



	#42

(NOTE 2)
	Covers latency, packet loss rate, bandwidth.


	Impacts NEF, BSF, and PCF. 

NEF:

-
New service operation to assist resource reservation for list of UEs provided by the AF.

-
Provides AIML session indicator to the PCF.

BSF:

-
Extend support for BSF management discovery service operation to discover the serving PCF(s) to include list of UEs provided by the AF.

PCF:

-
New service operation for group policy authorization when multiple UEs are served by the same PCF.

-
Handles the policy authorization request from the NEF and generates PCC rule by deriving the QoS parameters of the PCC rule based on the service information, AIML Group performance information and includes the AIML session indicator.


	The AIML group performance information is defined, including includes Min/Max latency, Min/Max packet loss rate in UL/DL, Duration for the requested QoS, Minimum number of UEs, Max Requested bandwidth DL/UL included in the AIML group information.
	NOTE:
It is FFS whether additional parameters are sent from AF as AIML group performance information.

How to monitor other parameter than latency is not described.

Open Issues: The proposed solution is claimed to be triggered for each iteration of the FL operation.  However, no mention of how to unsubscribe/unprovision the set of QoS flows of a group of UEs from previous UE selection cycle.



	NOTE 1: The evaluation needs updates when the Editor´s Note or open issues are resolved.

NOTE 2: These solutions need to be considered to address KI#7 on performance monitoring for a UE or a group of UEs.


Based on the evaluations above, it can be stated that the AI/ML application may request to monitor the latency. Possible solutions include leveraging the QoS monitoring capabilities for URLLC services, extending Performance Measurement Functionality, and providing the Requested 5GS Delay for the AI/ML application traffic in the procedure for Setting up an AF session with required QoS procedure as well as the subscription for QoS measurement. Monitoring other QoS parameters such as packet loss rate or bandwidth is not described to a level that can be evaluated yet.

Some solutions reuse AF session with required QoS to request and monitor QoS for AI/ML services, this follows the existing procedure for Setting up (or Update) an AF session with required QoS procedure. The corresponding solution also extended AFrequestforQoS and Npcf_PolicyAuthorization API to include the time window for the QoS Request. There are two solutions that define a new NF to request QoS monitoring, further discussion is required to determine if new NF is needed.

Based on the above, the proposal is that the monitoring and reporting resource utilization is performed for those performance KPIs described in clause 7.10 of TS 22.261 [2], those are Max. allowed UL/DL end to end latency into 5GS Requested latency then provided in the AF request for QoS procedures.
7.6.2
Monitoring Group-MBR

There is one solution that proposes that the MNO checks the SLA for the Group-MBR threshold for the given AI/ML application for FL traffic and to notify the AF when such threshold is crossed, this KI is more towards the KI#1 and KI#7, and lesser towards KI#6. It may also be discussed if it fits KI#7 that request to monitor and expose a UE or a group of UEs performance (e.g. aggregated QoS parameters) as described in TS 22.261 [2] related to FL operations.  It is proposed to evaluate this Group-MBR monitoring solution in KI#1.
7.6.3
Reporting predictions of changing network conditions in a timely manner to the 3rd party AI/ML application

Table 7.x6.3-1 
lists solutions that addresses how report Reporting predictions of changing network conditions in a timely manner to the 3rd party AI/ML application, both uses Analytics.

Table 7.6.3-1: Mapping performance KPIs into QoS parameters. Procedure for Monitoring QoS parameters
	Solution
	Covers TR/TS requirements
	Applicable to the real-time monitoring (i.e. on-going monitoring during the ML/FL operation)
	Impacts on NFs
	Completeness
	Open issues/Editor´s Note

	#1
	Reporting predictions of changing network conditions
	
	Impacts AF, NEF, SMF/UPF.
AF:

-
Request monitoring of parameters described in clause 6.1.1 related to AI/ML-related traffic via Nnef_AFsessionWithQoS for QoS monitoring and Nnef_EventExposure_Subscribe for traffic usage and session inactivity time.

NEF:

-
Support the request for monitoring of parameters described in clause 6.1.1 related to AI/ML-related traffic.

-
New monitoring events required for traffic usage and session inactivity time.

SMF/UPF:

-
Provide the monitored parameters described in clause 6.1.1 related to AI/ML-related traffic.


	No open issues.

Proposes to expose Analytics on e.g. DN performance, UE communication, QoS sustainability.

QoS Sustainability exposes predictions on bitrate per 5QI that can be used for the AI/ML server to know an average expected bitrate for the AI/ML application traffic when a UE is that cell and the DN performance provides bit rate, latency and reliability although it will be specific for Edge computing AI/ML applications.
	
None identified.


	#26
	Reporting predictions of changing network conditions
	
	States that there are no impacts
	Proposes that the AI/ML application request determines the list of UEs for the FL operation based on the predictions on whether there will available QoS for the candidate list of UEs, however the NWDAF does not provide Network performance information on QoS level so far.
	No Editor´s Note listed.

How the PCF can estimate that QoS resources will be allocated or not at the time of the AI/ML operation is an open issue.


Based on the above, the proposal is that Analytics ID(s) on both the UE communication and QoS Sustainability are used to predict the location of the UE when the UE to AI/ML communication is performed, and the QoS Sustainability indicate changes on the QoS related to this 5QI.  These two proposals may be useful to assist the AF to prepare for the initial Application AI/ML operation.

7.6.3
Other topics



Solution #38 proposes to introduce time dependent QoS mechanism for FL. In this solution, the 5GS reserves resources for the AI/ML traffic to be transferred. According to the scheduled AI/ML traffic transmission, the QoS requirements vary in a timely manner. The 5GS coverts the QoS requirements provisioned from the AF to PCC rules and QoS profiles for use by the 5GS and RAN node to configure and monitor FL operation. Coordination with RAN WGs to support the time dependent QoS is needed. 
Solution #40 and Solution #42 propose the QoS mechanism for a group of UEs. Group QoS monitoring is more related Federated learning and should be discussed in KI#7.
Solution #37 proposes to support Group-MBR Monitoring by enhancing AF Influence for Traffic Routing. Extension to AF Influence is more related KI #7 and should be discussed in KI#7. 
*** Next change (New text) ***

8.6
Key Issue #6: QoS and Policy enhancements
The following conclusions for KI#6 are based on solution evaluation in Clause 7.6 and are proposed for the normative work on “QoS and Policy enhancements”. 
-
Existing QoS monitoring mechanism for URLLC services is reused for AI/ML traffic. 
-
Guaranteed QoS can be supported within time window/interval for AI/ML traffic with requirements from AI/ML applications.  

-
Enhancements of QoS monitoring by extending NWDAF analytics to support per QoS flow DN performance and QoS sustainability.

NOTE 1:
FL related QoS enhancements would be discussed in KI #7. 
NOTE 2:
Whether any RAN impact is required for providing the QoS support for the Application AI/ML traffic needs to be checked with RAN WGs.

*** End of the change ***

�Table number is updated. 


In SA2#152E, �S2-2205534r14 was agreed including this clause, but the content was missing in S2-2207823 uploaded to Inbox
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