SA WG2 Meeting ##153-e	S2-2208157
10-17 October 2022, Electronic Meeting

3GPP SA4#120-e			S4-221174
E-Meeting, 17th to 26th Aug, 2022	
________________________________________________________________________

Title:	Reply LS to Follow-up LS on QoS support with Media Unit granularity
Response to:	S4-221067 / S2-2205249
Release:	Release 18
Work Item:	FS_XRM, FS_XRTraffic

Source:	SA4
To:	SA2
Cc:	-

Contact Person:	
Name:	Thomas Stockhammer
E-mail Address:	tsto qti qualcomm com

Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org 	

Attachments:	None


1. Overall Description:
SA4 thanks SA2 on the detailed information provided in their follow-up LS (S4-221067 / S2-2205249). 
3GPP SA4 is continuously working on issues related to the LS. In particular, the Rel-18 study on XR Traffic, documented in TR26.926, is addressing some concrete aspects mentioned in the below questions. The XR Traffic work is progressing and TR26.926 v1.2.0 and the accompanied Permanent Document (PD) (included in the TR 26.926v1.2.0 package) supports some of the answers below, and more comprehensive information will be available later this year.
For reference we keep our previous answer as it is cited in your below questions
3. Clarify what, if any, dependency there is between the IP packets that make up PDU Sets, e.g. a frame/”slice”.
Again, based on the response to question 1, no single comprehensive answer can be provided. In some cases there are no dependencies, in other cases dependencies exist. The examples above provide some insight into possible dependencies, from none to a dependency that the information unit is prefix-dependent to the case that if any piece is lost of an information unit, the entire unit is useless. We believe that different application media layer mappings and receiver implementations can be addressed by the PDU Set concept and the media/application layer should be able to configure the appropriate handling. Further coordination between SA2 and SA4 is encouraged.


For your questions, SA4 would like to provide the answers as follows.
[bookmark: _Hlk103695414][bookmark: _Hlk103695933][bookmark: _Hlk103695736]SA2 Q1: For the green text above about appropriate handling i.e. “should deliver remaining PDUs” vs “can drop remaining PDUs”, is there a case whereby different PDU Sets in the same service data flow could have different handling requirements, i.e. for a specific service data flow, some PDU Sets have the handling of “should deliver remaining PDUs” while the other PDU Sets of the same service data flow have the handling of “can drop remaining PDUs”?
SA4: While SA4 may not exclude the possibility that applications exist that may have a different handling for different PDU sets within one service data flow, SA4 is not aware of any in the context of our service specifications in SA4. In particular, in the considered examples (video frames, video slices, AL-FEC source blocks, DASH/CMAF Segments) referenced in our initial reply LS (S2-2203658 / S4-220505), different handling of PDU Sets in one service flow would not apply.

[bookmark: _Hlk103713519][bookmark: _Hlk103713642]SA2 Q2: Can HTTPS also be used as transport protocol for cloud XR? If yes, can the HTTPS applications control how media units are fragmented so that the layers below HTTPS could carry information about the media units or media unit fragments they contain?
SA4: HTTPS is typically used nowadays as the protocol for the Emmy-award winning adaptive streaming technologies DASH and HLS. In particular DASH is capable to carry XR content, for example in form of 3D media objects, volumetric video data or immersive audio. DASH and HLS allow to distribute cloud-hosted XR content to 5G UEs, for example as specified in TS 26.501 and TS 26.512 as part of 5G Media Streaming. 
While this answers the first part of the question with a yes, neither DASH, nor HLS nor HTTPS are typically used for real-time applications that require end-to-end latencies lower than 200ms, such as XR split rendering or cloud gaming. Protocols of choice in this case are RTP-based, such as webRTC. For a comprehensive study of latencies and protocols, we refer to the "DASH-IF Report: DASH and WebRTC-Based Streaming" accessible here https://dashif.org/webRTC/report. 
Furthermore, to respond to your second part of the question above, regular DASH/HLS-based streaming applications typically do not operate on smaller granularity than Segments. Segments (typically durations of 1 to 10 seconds) are the smallest granularity for media units fragmentation when carried through HTTPS and typically TCP/IP or QUIC is used.
In certain circumstances, for example when operating Low-Latency DASH or HLS streaming smaller granularities than Segments may be exposed to the delivery network. Note that Low-Latency DASH or HLS services typically target end-to-end latencies in the range of typically 2-4 seconds (see DASH-IF report for details). For Low-Latency DASH and HLS, Segments fragmented in CMAF Chunks are ingested into the network. Each CMAF chunk contains one more multiple media units and has typically of duration between 100ms and 500ms. These are delivered using HTTP/1.1 Chunked Transfer Encoding or HTTP/3 equivalent functionalities. This Low-Latency DASH operation had been studied in TR 26.804 and is now part of the work item objectives of the Rel-18 work item 5GMS_Ph2 (5G Media Streaming Architecture Phase2) to be completed in March 2023. Whether this chunked transfer operation would allow for smaller controllable granularity as you request is unclear at this stage, but may be subject of further study if considered relevant by SA2.

2. Actions:
To SA4 group.
ACTION: 	SA4 respectfully asks SA2 to take the above reply into account and provide feedback if any.

3. Date of Next TSG-SA WG4 Meetings:
3GPP SA4#121			14 - 18 November 2022			EU
3GPP SA4#122			20 - 24 February 2023			EU

