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Abstract: This contribution proposes a new solution for enhancing the power saving by enabling the RAN to optimise the CDRX cycles taking into consideration the statistical properties of the jitter. In this solution, the jitter is modelled as a statistical process and three parameters are passed to the RAN: an overall jitter range that describes the expected maximum and minimum value of the jitter when observed over a long period of time (e.g. whole service period); the local jitter average and local jitter range that describe the expected mean value and range of the jitter when observed over a short time window (e.g. a few video frames). 
1. Introduction/Discussion
For the XR service with a definite periodicity, CDRX is a useful mechanism to save UE power as the RAN can instruct the UE to match the data periodicity for monitoring the downlink channel and only be active while data is being transmitted. In practical deployments the application server processes different data packets at different speeds, and these data packets may follow different routing over the Internet and 5GC to reach the base station causing the introduction of jitter. As Figure 1 illustrates, the effects of jitter is that the actual arrival of a data packets at the base station is not deterministic but contained within a given range that can be modelled as a random variable. 
In the absence of jitter, the RAN would be able to instruct the UE to activate the receiver exactly at the start of the XR cycle (the ideal arrival time of the data for that cycle) and keep it on for the duration of the transmission. When jitter is introduced such strategy may result in some data arriving when the UE receiver has already been switched off resulting in the need for retransmission. Therefore, the RAN needs to set the “on duration” of CDRX to no less than the maximum jitter length expected for the XR service. 
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Figure 1: CDRX setting based on Periodicity and Jitter 

[bookmark: OLE_LINK61]Figure 2, shows the jitter measured for a video and a cloud gaming service. The red line is the average value of the jitter when measured using a small averaging window and the green arrows show the range of values the jitter can take during in the same averaging window. The grey arrow shows instead the jitter range when observed over the duration of the whole service.

Figure 2: jitter measurement for a video service (left) and a cloud gaming service (right)
The following observations can be made: 
Observation 1: Jitter range in a small observation window (local jitter range) is smaller than the jitter range when calculated for the whole observation period (overall jitter range). The local jitter range, when seen as a random variable has constant properties across the duration of the service. 
Observation 2: the local jitter average (red line) varies slowly (i.e. it is dependent on previous local jitter ranges)
Observation 3: the overall jitter range provides an upper bound for when transmission of the data packets within a cycle is completed.
Based on these observations it is proposed to improve the jitter range assistance data provided to the RAN for configuring CDRX as follows: 
· [bookmark: OLE_LINK63]CN provides RAN with three distinct jitter parameters: the overall jitter range, the local jitter average and the local jitter range. 
· The RAN uses the overall jitter range to set the on-duration of the CDRX cycle and the local jitter values to set PDCCH monitor position.
With regards to the frequency of the refresh of the jitter statistics:
· The overall jitter range is relatively static and not expected to be updated during the rendering of the XR service;
· The local jitter range is also expected to be a property of the link between 5GC and application server and therefore quasi-static (e.g. gaussian variable with known variance)
· The local jitter average should be calculated dynamically during the duration of the service and provided to the RAN when the difference between the newly calculated value and the last provided value is higher than a given threshold. 
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-60.
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* * * * Second change (all new) * * * *

6.X	Solution #X: Improvements to jitter range assistance information to RAN for configuring CDRX
[bookmark: _Toc101526297]6.X.1	Key Issue mapping
This solution is for Key Issue #8, “Enhancements to power savings for XR services” and specifically proposes an improvement to the assistance provided to the RAN for enhancing CDRX. This solution can be used as standalone or can complement other solutions for this key issue where jitter is identified as a possible assistance parameter. 
6.X.2	Description
This solution applies to XR services characterised by a periodicity of data transmission (e.g. video frame rate). This periodicity can be exploited in the RAN to set an appropriate CDRX cycle and CDRX settings yielding power saving in the UE. 
The periodicity of the data transmission can be exploited to reduce the time the UE receiver is active (“on-duration”), specifically the receiver is activated at the expected arrival time of the first packet and switched off when the last packet is received. When the data provided to the base station is affected by jitter, the arrival time of data at the UE is no longer ideal, and configuration of CDRX based on ideal arrival time causes two impacts. The UE may activate the receiver before data is present causing unnecessary power consumption and could power down the receiver before all the data for the period has been received causing the need for re-transmission with negative impact on the user experience. 
This solution proposes to address both the issues caused by jitter by sending the RAN three parameters to characterise the jitter and assist the RAN in optimising the CDRX on-duration:
· Overall jitter range. The overall jitter range is an estimate of the maximum and minimum value of the jitter observed for the whole service duration. This parameter can be used to ensure that all the transmitted data of the period is received. 
· Local jitter average. The local jitter average is a measure of the mean value of the jitter calculated over a few XR service periods. 
· Local jitter range. The local jitter range is the observed fluctuation of the jitter around the local jitter average. This parameter can be used in combination with the local jitter average to optimise the start of the on-duration within the CDRX cycle.
The overall jitter range and local jitter range can be considered properties of the connection between application server and 5GC and therefore not expected to change substantially during the service duration. The Local jitter average on the other hand is expected to vary, albeit slowly. 
1. During PDU Session Establishment/Modification procedure, SMF determines the overall jitter range and the local jitter range and delivers it to the RAN. 
a) Overall jitter range and local jitter range are expected to be relatively static and their initial value may be based on historical data collected for the particular application server.
b) The local jitter average is calculated dynamically during the service rendering.
2. The RAN can configure and enable the CDRX based on the overall jitter range, the local jitter range and the local jitter average.
NOTE:	How jitter statistics are used for the configuration of CDRX is determined by RAN WGs.
3. The 5GC keeps track of the jitter and uses the data to provide updates to the RAN when necessary.
6.X.3	Procedures
6.X.3.1 Jitter range initial configuration 
Figure 6.X.3.1-1 shows how 5GS provides initial overall jitter range and local jitter range to RAN for CDRX configuration with the optional support of NWDAF.
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Figure 6.X.3.1-1: initial configuration for overall jitter range and frame jitter range
1. During PDU Session Establishment/Modification procedure for XR service, SMF determines the overall jitter range, the local jitter range and the local average jitter and delivers it to the RAN via N2 SM message 
The SMF can determine overall jitter range and the local jitter based on the historical data of the XR Application, UE location and time, or gets overall jitter range and the local jitter ranges corresponding to the SMF from NWDAF.
2. 	Based on the overall jitter range and local jitter range, the RAN configures the CDRX. For example, RAN may set the CDRX cycle length based on the traffic periodicity and within the cycle set the on-duration based on overall jitter range and PDCCH monitor position based on the local jitter average and range.
6.X.3.2 Jitter range update configuration 
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Figure 6.X.3.2-1: Real time update of jitter parameters to the RAN
The SMF may update local jitter statistics based on the real time data. The SMF may use a moving window of N periods to estimate the local jitter average. When the difference between the estimated local jitter average and the last local jitter range provided to the RAN is greater than a given threshold, the SMF sends the updated local jitter average to the RAN.

NWDAF


SMF

UPF
Overall jitter range
local jitter range
Real time jitter

Figure 6.X.3.2-2: Real time update of jitter parameters to the RAN
Figure 6.X.2.1-2 illustrates how the UPF can provide jitter calculations to the NWDAF in order to adjust the estimate of the overall jitter range and local jitter range. The SMF may subscribe to the jitter analytics and request updated values that can be sent to the RAN. 
6.X.4	Impacts on services, entities and interfaces
SMF:
-  Generate or update the overall jitter range, local jitter range and send them to RAN.
UPF:
-	collect and report the real time jitter to SMF.
RAN:
-	Receive the overall jitter range and frame jitter range.
NWDAF:
-	If used, a new analytics to calculate jitter statistics will need to be defined.

* * * * End of changes * * * *
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