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Abstract of the contribution: This pCR evaluates solutions for KI#1 and proposes interim conclusion(s). 
1. Discussions
In TR 23.700-81 v0.3.0, there are following solutions addressing the issue for KI#1:  
· Category A (Performance Monitoring/Re-training): Sol#3, 4, 5, 6, 7, 28, 29, 32,
· Category B (Miscellaneous): Sol#1, 3, 30, 31, 33, 35, 36

Two major comments received in July 29th Conf call in next few slides:
· Comments from Huawei: 
· Huawei asks in the first principle why the second part is FFS? and proposes to have some small group discussions regarding categories. 
· Response from vivo: 
· Model performance are composed of a) ML model performance itself and b) 5GC performance improvement by consuming analytics. 
· Regarding a) ML model performance, it is the basic one for Model performance as analytics is generated based on trained ML model
· However, regarding b) 5GC performance improvement by consuming analytics, it is not easy to measure how much consuming analytics contributes to 5GC performance improvement as many factors have impact on 5GC performance improvement
· Therefore, due to limited time in R18, prefer to conclude bullet a) first and then try to conclude bullet b) if time permits

· Comments from Nokia: 
· AnLF is a light-weight entity and Nokia concerned AnLF calculating ML Model performance may have a heavy burden on AnLF and prefer to keep Principle 2 open at the moment.
· Response from vivo: 
· Since it is the AnLF who consumes model and generates analytics per AOI in live network, it looks reasonable that it should be AnLF to do this work based on its own performance requirement.
· Calculating ML Model performance does not require much resource compared to Model training and furthermore the number of AnLF performing inference requested by AnLF is limited and not quite a few 
· In case of AnLF with heavy burden, AnLF can decided to pause or stop ML Model performance calculating and turn it on in case of light burden.  


Please refer to the DP S2-2206411 for detailed evaluation and interim conclusion(s).
[bookmark: _Toc524945853][bookmark: _Toc324232213][bookmark: _Toc326248709][bookmark: _Toc22286587][bookmark: _Toc23317648][bookmark: _Toc97106877]2. Proposal
It proposes to add the following changes to TR 23.700-81.
* * * * * First Changes * * * * *    
[bookmark: _Toc22214914][bookmark: _Toc100954302]8	Conclusions
Editor's note:	This clause will list conclusions that have been agreed during the course of the study item activities.
8.X	Key Issue #1: How to improve correctness of NWDAF
For KI#1, it proposes the following principles as the interim conclusion:
· ML Model performance improvement can be achieved by comparing prediction using the current trained ML model and its corresponding ground truth data i.e. the corresponding true observed events
· The MTLF is to reselect a new ML model or retrain the existing ML model that provided to the AnLF when it determines ML model degradation by either:
· [bookmark: _Hlk112076509]MTLF determining ML model degradation by collecting new test data (including ground truth and the corresponding inference) and testing the ML model performance
· AnLF determining analytics accuracy by comparing predictions and its corresponding ground truth data and notifying the MTLF ML model degradation 
Editor’s Note: It is FFS how NWDAF triggers to check analytics accuracy and ML model degradation.
Editor’s Note: It is FFS whether/how the AnLF/MTLF calculates Model performance based on the feedback on Analytics performance from the consumer NF.
· An analytics consumer requests or subscribes to NWDAF for accuracy information about Analytics ID(s). Accuracy information may include indication that analytics performance does not meet requirements or degradation from AnLF.
· MTLT providing Multiple ML models to AnLF may help improve ML model performance. In this case, each ML is assigned a unique ML Model identifier by the MTLF.
NOTE X:	The structure and format of the ML Model identifier and its uniqueness are up to stage 3.
· [bookmark: _GoBack]In order to improve correctness of NWDAF Service Experience analytics, the AF may provide "Service Experience Contribution Weights" to the NWDAF as described in Solution #2
* * * * * End of Changes * * * * *    
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