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Abstract of the contribution: This contribution proposes a solution which addresses aspects of key issue #1. 

[bookmark: _Hlk514274591][bookmark: _Hlk520730635]1		Discussion
Among the key issues approved by SA2#149E for FS_eNA_Ph3, key issue #1 relates to enhancements needed in the 5GC to improve the correctness of NWDAF analytics.
For AI/ML systems to be widely accepted, they should be trustworthy in addition to their performance (e.g., accuracy). The European Commission has proposed the first-ever legal framework on AI, presenting new rules for AI to be Trustworthy (based on the risk levels), which the companies deploying mission-critical AI-based systems must adhere to in the near future [Ref1]. The High-level Expert Group (HLEG) group on AI has developed the European Commission's Trustworthy AI (TAI) strategy. In the deliverable “Ethics Guidelines for Trustworthy AI” released in April 2019, the group has listed seven critical requirements that the AI systems should meet to be considered trustworthy. Below are the requirements (extract from [Ref2]): 
1. Transparency: Include traceability, explainability and communication. 
2. Diversity, non-discrimination and fairness: Include the avoidance of unfair bias, accessibility and universal design, and stakeholder participation. 
3. Technical robustness and safety: Include resilience to attack and security, fall back plan and general safety, accuracy, reliability and reproducibility. 
4. Privacy and data governance: Include respect for privacy, quality and integrity of data, and access to data. 
5. Accountability: Include auditability, minimization and reporting of negative impact, trade-offs and redress. 
6. Human agency and oversight: Include fundamental rights, human agency and human oversight. 
7. Societal and environmental wellbeing: Include sustainability and environmental friendliness, social impact, society and democracy. 
 Additionally, ISO/IEC has also published a technical report on “Overview of trustworthiness in artificial intelligence” [Ref3].
The above initiatives have inspired significant research activities, which have led to some key TAI definitions, algorithms and metrics, which are introduced below:
Fairness – There are several metrics that measure individual and group fairness. For example, Statistical Parity Difference, Average Odds Difference, Disparate Impact and Theil Index.
Explainability - Although it is ultimately the consumer who determines the quality of an explanation, the research community has proposed quantitative metrics as proxies for explainability. There are several metrics that measure explainability such as Faithfulness and Monotonicity.
Robustness: There are several metrics that measure robustness of ML models such as Empirical Robustness and Loss Sensitivity.
The NWDAF analytics, as per the current specifications, do not contemplate any “level of trustworthiness of the analytics” and likewise do not allow an analytics consumer to specify the “preferred level of trustworthiness of the analytics” and/or “preferred level of trustworthiness per analytics subset” when invoking the Nnwdaf_AnalyticsSubscription_Subscribe or Nnwdaf_AnalyticsInfo_Request service operation towards the NWDAF. NOTE. The trustworthiness of the analytics is not related to the accuracy of the analytics.
This solution proposes to enhance the NWDAF analytics services with the ability to provide a “preferred level of trustworthiness of the analytics” and/or “preferred level of trustworthiness per analytics subset” when an analytics consumer invokes the Nnwdaf_AnalyticsSubscription_Subscribe or Nnwdaf_AnalyticsInfo_Request service operation towards the NWDAF. 

[Ref1] https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-european-approach-artificial-intelligence. 
[Ref2] Ethical Guidelines for Trustworthy AI, https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai, European Commission. 
[Ref3] Overview of trustworthiness in artificial intelligence, https://www.iso.org/standard/77608.html, ISO/IEC.  
2		Proposal
It is proposed to include the solution described below in FS_eNA_ph3 TR 23.700-81.


*** Start Change ***
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The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".
[3]	3GPP TS 23.502: "Procedures for the 5G system, Stage 2".
[4]	3GPP TS 23.503: "Policy and Charging Control Framework for the 5G System".
[5]	3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services".
[6]	3GPP TS 22.071: "Location Services (LCS); Service description; Stage 1".
[7]	3GPP TS 28.552: "Management and orchestration; 5G performance measurements".
[8]	ITU-T Y.1540: "Internet protocol data communication service - IP packet transfer and availability performance parameters".
[9]	3GPP TS 28.554: "5G end to end Key Performance Indicators (KPI)".
[10]	3GPP TS 23.003: "Numbering, addressing and identification".
[11]	3GPP TS 29.510: "5G System; Network Function Repository Services; Stage 3".
[12]	3GPP TS 33.501: "Security architecture and procedures for 5G System".
[13]	3GPP TS 23.273: "5G System (5GS) Location Services (LCS)".
[14]	3GPP TS 23.032: "Universal Geographical Area Description (GAD)".
[15]	3GPP TS 28.104: "Management and orchestration; Management Data Analytics (MDA)".
[x]	European Commission: “Proposal for a Regulation laying down harmonised rules on artificial intelligence”, https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence
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Table 6.0-1: Mapping of Solutions to Key Issues
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*** 3rd Change – all new text ***

[bookmark: _Toc97271690][bookmark: _Hlk99450152][bookmark: _Toc326248710][bookmark: _Toc20147942][bookmark: _Toc23145942]6.X	Solution #X: Enhancing NWDAF Analytics including trustworthiness
[bookmark: _Toc97271691]6.X.1	Description
[bookmark: _Toc326248711][bookmark: _Toc20147943][bookmark: _Toc23145943]This solution addresses aspects of key issue #1 on how to improve correctness of NWDAF analytics.
Despite accuracy is usually regarded as the most prominent metric which correctness is associated to, for AI/ML systems to be widely accepted, they should be also trustworthy in addition to accurate. To this end, the European Commission has proposed the first-ever legal framework on AI, presenting new rules for AI to be Trustworthy [x].
The NWDAF analytics, as per the current specifications, do not contemplate any “level of trustworthiness of the analytics” and likewise do not allow an analytics consumer to specify the “preferred level of trustworthiness of the analytics” and/or “preferred level of trustworthiness per analytics subset” when invoking the Nnwdaf_AnalyticsSubscription_Subscribe or Nnwdaf_AnalyticsInfo_Request service operation towards the NWDAF. Similarly, there is no way to specify such levels in the training service requests either.
NOTE. The trustworthiness of the analytics is not related to the accuracy of the analytics.
This solution proposes to enhance the NWDAF’s analytics and training services with the ability to satisfy the preferred level of trustworthiness of the analytics when an NWDAF consumer invokes such services.   The required trustworthiness level (e.g., "Low", "Medium", "High" or "Highest") may be determined by service consumer based on their risk level, i.e., minimal risk, low risk, high risk or unacceptable risk, as defined in the legal framework for AI proposed by the European Commission [x]. 
The trustworthiness of the AI/ML or analytics may be associated to the data used by NWDAF analytics and/or for ML model training. Furthermore, the trustworthiness requirements for the analytics may optionally include the following individual properties:
· Preferred level of explainability ("Low", "Medium", "High" or "Highest"). The explainability may be associated to the analytics input data.
· Preferred level of fairness ("Low", "Medium", "High" or "Highest"). The fairness may be associated to the analytics input data.
· Preferred level of robustness ("Low", "Medium", "High" or "Highest"). The robustness is associated to the analytics input data (e.g., missing data, malicious data).
When a preferred level of explainability and/or fairness and/or robustness is expressed in a service request, it takes precedence over the above preferred level of trustworthiness. If only preferred level of trustworthiness is expressed in a service request, then the same level applies to explainability, fairness and robustness aspects of trustworthiness.
This solution also provide means to store the generated explanations related to the dataset/model/predictions in the NWDAF and/or ADRF and to allow a service consumer to retrieve those historical explanations for a given target period.
NOTE. Explanations related to the internals of the ML model may be consumed only by the NWDAF that generated those explanations because of the intellectual property associated with such ML model.
[bookmark: _Toc97271692].X.2	Procedures
Figure 6.X.2-1 shows the sequence diagram illustrating how the analytics consumer can specify the preferred level of trustworthiness to the NWDAF and how the NWDAF can satisfy them.


Figure 6.x.2-1. Procedure for satisfying preferred level of trustworthiness using NWDAF TwLF logical function
[bookmark: _Toc50134417][bookmark: _Toc57209990][bookmark: _Toc50557369][bookmark: _Toc50549055][bookmark: _Toc68086334][bookmark: _Toc55202363][bookmark: _Toc50134073][bookmark: _Toc50130759][bookmark: _Toc57366381][bookmark: _Toc19097][bookmark: _Toc101170914][bookmark: _Toc101336980]1.	The analytics consumer invokes Nnwdaf_AnalyticsSubscription_Subscribe or Nnwdaf_AnalyticsInfo_Request service operation towards the NWDAF AnLF, for a particular analytics ID, including the preferred level of trustworthiness ("Low", "Medium", "High" or "Highest"). Optionally, the preferred level of trustworthiness may be associated to the analytics input data.
2.	The NWDAF AnLF invokes Nnwdaf_MLModelProvision_Subscribe service operation towards the NWDAF MTLF, for the analytics ID from step 2, including the preferred level of trustworthiness ("Low", "Medium", "High" or "Highest"). 
3.	The NWDAF MTLF invokes Nnwdaf_MLModelProvision_Notify service operation to notify the NWDAF AnLF about the URL of the trained model satisfying the preferred level of trustworthiness.
4.	The NWDAF AnLF runs the ML model to generate analytics for the requested analytics-ID along with corresponding local explanations. 
-	If inference trustworthiness includes inference explanations, text based explanations may be generated, examples-based explanations may be generated, contrastive explanations may be generated.
-	If inference trustworthiness includes inference fairness, predictions may be modified based on confidence values to ensure favorable outcomes to unprivileged groups and unfavorable outcomes to privileged groups  or predictions may be modified using an optimization scheme to ensure both privileged and unprivileged groups have same false-positive and false-negative rates.
5.	The NWDAF AnLF notifies or responds to the analytics consumer with the requested analytics along with the corresponding trustworthiness reports by invoking the Nnwdaf_AnalyticsSubscription_Notify or Nnwdaf_AnalyticsInfo_Response service operation.
6.x.3	Impacts on services, entities and interfaces
The solution has the following impacts:
NWDAF:
· Support for Preferred Level of trustworthiness in the service request
· Trustworthiness report sent along with analytics output
*** End Change ***
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