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[bookmark: _Hlk526665839]Abstract of the contribution: This paper proposes a solution for KI#8 to support Peer-to-Peer Federated Learning in 5GC.
Discussion
Key Issue#8: Supporting Federated Learning in 5GC is to study architecture enhancement to support Federated Learning which allows the cooperation of multiple NWDAF containing MTLF to train an ML model in 3GPP network. 
In centralized Federated Learning, a central NWDAF orchestrates the different steps of the training process by coordinating with all participating NWDAFs. Consequently, the central NWDAF is the main entity responsible for the successful learning process which also potentially represents a single point of failure, as well as poses issues about reliability and trustiness.
Peer-to-Peer FL among multiple NWDAFs removes the need for having a single, central, trusted and reliable NWDAF for orchestrating (by coordinating/communicating with all the participating NWDAFs) the different steps of the FL training process. Because, in each iteration of the P2P FL, different NWDAFs may take different roles with respect to. performing local training, verifying locally trained model parameters and aggregating local model parameters. Thus, this solution proposes NWDAF support for Peer-to-Peer Federated Learning. 
Proposal
It is proposed to add the following solution to TR 23.700-81.

*** Start of changes ***
[bookmark: _Toc23232155][bookmark: _Toc23238463][bookmark: _Toc23239069][bookmark: _Toc23244489][bookmark: _Toc26520137][bookmark: _Toc26530875][bookmark: _Toc26530925][bookmark: _Toc26530974][bookmark: _Toc28869878][bookmark: _Toc30008178][bookmark: _Toc31035879][bookmark: _Toc31037026][bookmark: _Toc43132007][bookmark: _Toc43192918][bookmark: _Toc44583945][bookmark: _Toc44584094][bookmark: _Toc50481754][bookmark: _Toc54846685][bookmark: _Toc57622229][bookmark: _Toc57623944][bookmark: _Toc59102898][bookmark: _Toc97271689]6.0	Mapping Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
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This solution is proposed to address Key Issue #8: Supporting Federated Learning in 5GC.
In centralized Federated Learning, a central NWDAF orchestrates the different steps of the training process by coordinating with all participating NWDAFs. Consequently, the central NWDAF is the main entity responsible for the successful learning process which also potentially represents a single point of failure, as well as poses issues about reliability and trustiness.
Peer-to-Peer FL among multiple NWDAFs removes the need for having a single, central, trusted and reliable NWDAF for orchestrating (by coordinating/communicating with all the participating NWDAFs) the different steps of the FL training process. Because, in each iteration of the P2P FL, different NWDAFs may take different roles with respect to. performing local training, verifying locally trained model parameters and aggregating local model parameters.
This solution proposes NWDAF support for Peer-to-Peer Federated Learning, based on the introduction of the following:
· an attribute in the NWDAF profile to indicate the supported (i.e., P2P FL) capabilities;
· a functionality that verifies (via verifying node(s)) the training during each iteration of P2P FL training;
· a score to rank the training node(s) (via master verifying node) in each iteration of P2P FL based on their training reports;
· a dynamic mechanism to perform model aggregation (via different participating nodes in each iteration) in each iteration of P2P FL.
6.x.2	Procedures
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Figure 6.x.2-1: Procedure to request ADRF to store data with a GM.
Step 1: All NWDAFs supporting Peer-to-Peer FL functionality/services need to specify this under supported services attribute when registering in Network Repository Function (NRF).
Step 2: The analytics consumer discovers NWDAFs supporting analytics-ID 1 by querying the NRF.
Step 3: The analytics consumer selects the NWDAF (e.g., NWDAF 3 for TAI 3) with the large serving area (covering TAI 1 to TAI 9) supporting aggregation capability from the candidate NWDAFs reported by NRF.
Step 4: The analytics consumer requests for analytics-ID 1 from NWDAF 3.
Step 5: NWDAF 3 discovers other NWDAFs (NWDAF 1 to NWDAF 9, apart from NWDAF 3) associated with TAI 1 to TAI 9 (apart from TAI 3) for analytics-ID 1 that support P2P FL by querying the NRF.
Steps 6 and 7: NWDAF 3 takes up the role of setting up the initial Peer-to-Peer FL task (i.e., choosing the algorithm and hyperparameters for the global model and assigning initial roles to other NWDAFs for the first iteration) as it was the one that received the request for analytics-ID 1 from the analytics consumer. For example, NWDAF 7 to NWDAF 9 are randomly assigned the role of Verifying NWDAFs (with NWDAF 7 being assigned as master Verifying NWDAF) while NWDAF 4 to NWDAF 6 are randomly assigned the role of Training NWDAFs. Therefore, NWDAF 1 to NWDAF 3 become non-participating NWDAFs for the first iteration of Peer-to-Peer FL training.
Loop from Step 8 to Step 16 until the global model converges:
Step 8: For iteration ‘i’, all training NWDAFs and verifying NWDAFs download the global model from the training NWDAF that had the highest participation score/rank in the previous iteration ‘i-1’. For the first iteration, all training NWDAFs and verifying NWDAFs download the global model from NWDAF 3 as it was the one that received the request for analytics-ID 1 from the analytics consumer and initiated the Peer-to-Peer FL task.
Steps 9a and 9b: All Training NWDAFs and Verifying NWDAFs perform local training on their respective local datasets.
Step 10: All Training NWDAFs send their local model parameters to each Verifying NWDAFs for verification. 

Step 11: The Verifying NWDAFs assign a participation score/rank to each Training NWDAF based on a particular scoring/ranking algorithm (e.g., based on the euclidean distance between model parameters trained by itself and other training NWDAFs). The scoring/ranking algorithm may depend on whether the global model is being trained to capture better the data distributions from all participating NWDAFs or whether the global model is being trained to detect and avoid the participation of malicious NWDAFs (e.g., those Training NWDAFs that have large Euclidean distance from the Verifying NWDAF) due to the malicious data collected from the corresponding network functions. For example, the Verifying NWDAFs may determine the score/rank based on the Euclidean distance between the model parameters received from the Training NWDAF and the model parameters computed by the Verifying NWDAF, i.e., if the Euclidean distance is large (or small) then the score/rank is low (or high) and vice-versa.
Step 12: All Verifying NWDAFs (other than the master Verifying NWDAF) send the participation scores/ranks assigned to each Training NWDAF to the master Verifying NWDAF. The master Verifying NWDAF is in charge of resolving conflicts (e.g., averaging the scores/ranks) in case if different Verifying NWDAFs assign different performance scores/ranks for the same Training NWDAF.
Step 13: The master Verifying NWDAF sends the local model parameters of all Training NWDAFs that meet a particular scoring/ranking threshold to the Training NWDAF (e.g., NWDAF 4) that has the highest score/rank. 
Step 14: The Training NWDAF with the highest score/rank (i.e., NWDAF 4) aggregates the received local model parameters in step 13 to generate the global model.
Steps 15 and 16: The Training NWDAF with the highest score/rank (i.e., NWDAF 4) selects, (randomly or based on a particular strategy) the Training NWDAFs (e.g., NWDAF 6 to NWDAF 8) and the Verifying NWDAFs (e.g., NWDAF 1 to NWDAF 3) along with the master Verifying NWDAF, (e.g., NWDAF1) for the next iteration of Peer-to-Peer FL training. Therefore, NWDAF 4, NWDAF 5 and NWDAF 9 becomes non-participating NWDAFs for the second iteration of Peer-to-Peer FL training.
Steps 17 and 18: Once the model is trained, all NWDAFs (except NWDAF 3) generate analytics for analytics-ID 1 and send it to NWDAF 3. NWDAF3 aggregates all the received analytics (including its own) and sends it to the analytics consumer.
6.x34	Impacts on services, entities and interfaces
NWDAF:
· Register FL support information into NRF
· Selection of Training NWDAFs and Verifying NWDAFs
· Assigning scores/ranks to NWDAFs
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