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Abstract of the contribution: This contribution proposes to update solution#53.
1. Introduction/Discussion
This pCR proposes to changes for addressing an EN in solution #53. 
Regarding on Editor’s Note, the solution #53 has the following an Editor’s Note: 
Editor's note:	Whether and how to standardize the interaction between the MTLF1 with FL server acting as coordinator and the MTLF with FL client is FFS.
To remove this EN, add a NOTE to clarify that how to interact between the MTLF1 with FL server acting as coordinator and the MTLF with FL client is dependent on the conclusion of key issue #5.

2. Text Proposal
It is proposed to update the following text proposal in TR 23.700-81.
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Figure 6.53.2.4-1: Horizontal Federated Learning training procedure
1.	Based on the response from NRF as specified in step 7, clause 6.53.1.2, the MTLF1 with FL server acting as coordinator selects multiple MTLF with FL client to kick off Horizontal Federated Learning procedure by sending a request to the selected MTLF with FL client including parameters such as analytics ID, model instance ID for the FL trained model, initial ML model, data type list, maximum response time window, model filter information for each MTLF with FL clients to retrieve local ML model, the number of iterations for each MTLF with FL client per training round, etc.
2.	Each selected each MTLF with FL client collects its local raw data with the mechanism defined in clause 6.2, TS 23.288 [5].
3.	During Federated Learning training procedure, the selected MTLF with FL client trains the retrieved ML model with its local raw data over the its own serving area and reports the results of ML model training to the MTLF1 with FL server acting as coordinator.
4.	The MTLF1 with FL server acting as coordinator aggregates all the local ML model training results retrieved at step 3 to update the ML model.
5-6.	The MTLF1 with FL server acting as coordinator sends the aggregated ML model information (updated ML model) to the selected MTLF with FL client, which is used by each selected MTLF with FL client to update the local own ML model in itself).
NOTE:	The steps 3-6 should be repeated until the training termination condition is reached e.g. based on maximum number of iterations configured by the MTLF1 with FL server acting as coordinator.
Editor's note:	Whether and how to standardize the interaction between the MTLF1 with FL server acting as coordinator and the MTLF with FL client is FFS.
Note: The aspects of model sharing between MTLF with FL server and MTLF with FL client should be aligned with key issue #5.
* * * * End of changes * * * *
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