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1. Introduction
Overall, before S2#152E meeting three solutions address Key Issue #4: Support of NSAC involving multi service Area.
· Solution 12 proposes a centralized NSACF architecture for NSAC where a global counting and admission is always handled at one central checkpoint.
· Solution 13 proposes a hierarchical NSACF architecture for NSAC at multi service area, where NSACF is structured as two-layer for NSAC.
· Solution 14 proposes a quota distribution for multiple NSACFs deployed at multi service area. 
Three solutions can be divided into two groups as solution 14 can be built on top of solution 13. Hence, solution 12 and solution 13 are considered at the following solution analysis.
1.1	Discussion
[bookmark: _Hlk110190831]Centralized vs. Hierarchical NSACF
In Rel-17 when the service area is introduced for NSAC handling, there is no restriction that different service areas need to share one NSACF instance/Set. Instead it may require different NSACF instance/Set in different service area. For example in the roaming case, one NSACF instance/Set is required to be deployed at visited PLMN while another NSACF instance/Set is deployed at HPLMN as defined in TS23.501. This example shows at least two NSACF instance/Set are needed in two different service areas. The NSACF instance/Set in the VPLMN can help the visited operator to collect slice usage statistics of incoming roamer. Also multiple NSACF instance/Set help to address scalability, load balancing, risk factors of network failure (e.g., a single point of failure), and the amount of signalling and congestion not to be handled at one checkpoint. Hence different service area use different NSACF instance/Set should still be able to be kept.
For solution 12, the counting and admission is always handled at ONE central NSACF although the admission requests from users come from different service areas. Based on this in the roaming case the solution 12 is infeasible to support the deployment of NSACF at VPLMN. This conflict with the design principles in Rel-17. The concept of a local NF, which may be associated with each service area, is described to be able perform local statistics in solution 12. However, the entity of a local NF and the interaction of NSACF to a local NF is unclear because the local NF is fully relied on the implementation. Hence it is unclear whether a local NF has the same functionalities to perform NSAC as specified in Release 17. If yes, solution 12 seems same as the solution 13. Otherwise, this leads the backward compatibility issue for operator deployment. 
For solution 13, two-layer NSACF are structed at the network. From network structure view the NSACF associated with a service area can be viewed as the NSACF compliant with Rel-17 NSACF. Hence there is no backward compatibility issue for operator deployment. Also the two-layer NSACF structure enables counting and admission in a more flexible manner, i.e. the admission can be done at the NSACF or Primary NSACF. 

UE registration/ PDU Session establishment handling
For solution 12 NSAC handling is always at the central NSACF regardless of which service area UE is attached to. In the roaming case, the change of the AMF due to UE mobility always need to communicate with the NSACF at the HPLMN. This cause a burden to the inter PLMN signalling and handling delay. For the LBO PDU session there is also a similar issue to handle the admission and counting for roaming UEs at one central check point in HPLMN.
For solution 13 NSAC handling can be at the local NSACF associated with a service area where UE is attached to. This can apply to the roaming case. Hence the additional burden to the inter PLMN and handling delay does not exist.

UE Mobility
[bookmark: _Hlk110183505]For solution 12 as the NSAC is always handled at the central NSACF there is no UE mobility issue.  
For solution 13 two-layer NSACF also supports UE mobility. In particular, for the PDU session handling in case of UE mobility, there is no additional request to or check since the PDU session is anchored at the same SMF as before. For the UE counting handling in case of UE mobility, the NSACF associated with a new service area performs the admission together with the primary NSACF to update UE’s status if needed. Session continuity is supported.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-41.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc23254045][bookmark: _Toc97057180][bookmark: _Toc97266758][bookmark: _Toc104302605][bookmark: _Toc104359571][bookmark: _Toc104872764]7	Overall Evaluation
Editor's note:	This clause will provide evaluation of different solutions.
[bookmark: _Toc104302606][bookmark: _Toc104359572][bookmark: _Toc104872765]7.4	Evaluation for KI#4
-	Solution 12 addresses Key Issue #4 by proposing a centralized NSACF architecture for NSAC where a global counting and admission is handled at one central checkpoint. 
· It is not allowed to use different NSACF instance/Set in different service area. This conflicts with Rel-17 design principles, e.g. for roaming case. For operator this leads the backward incompactible deployment issue.
· In the roaming case, the change of the AMF due to UE mobility always need to communicate with the NSACF at the HPLMN. This cause a burden to the inter PLMN signaling and handling delay. For the LBO PDU session there is also a similar issue to handle the admission and counting for roaming UEs at one central check point in HPLMN.
· As the NSAC is always handled at the central NSACF session continuity is supported.
-	Solution 13 addresses Key Issue #4 by proposing a hierarchical NSACF architecture for multi NSAC at multi service area with a small enhancement of NSACF defined in Rel-17. 
· From network structure view the NSACF associated with the service area can be viewed as the same NSACF compliant with Rel-17 NSACF. Hence there is no backward compatibility issue for operator deployment.
· The additional burden to the inter PLMN signaling and handling delay addressed in one central NSACF architecture does not exist.
· For the PDU session NSAC handling there is no UE mobility issue. For the UE counting NSAC handling the UE mobility can be handled by the NSACF associated with a new service area together with the primary NSACF to update UE’s status if needed. Hence the session continuity is supported.
-	Solution 14 addresses KI#4 in a proprietary manner. The solution assumes the node handling the quota distribution will be able to distribute quota in a way to ensure that there is never an issue during mobility between multiple services areas. This proprietary solution is similar to what currently exists in Release 17 and for which specific key issue is created to resolve in a more predictable and standardized manner.
* * * * Second change * * * *
[bookmark: _Toc104302607][bookmark: _Toc104359573][bookmark: _Toc104872766]8	Conclusions
Editor's note:	This clause will list conclusions that have been agreed during the course of the study item activities.
[bookmark: _Toc97057182][bookmark: _Toc97266760][bookmark: _Toc104302608][bookmark: _Toc104359574][bookmark: _Toc104872767]8.X	Conclusions for KI#4
For NSAC handling involving multi service area it is proposed to select hierarchical NSACF architecture. The solution 13 is adopted as baseline for the normative work.
   * * * * End of changes * * * *
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