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Abstract of the contribution: This contribution is to present the evaluation for KI#1 and to propose the interim conclusions. 
Background
The intent of this PCR is to present the evaluation for the set of solutions for KI#1 and to propose an interim conclusions.    

Discussions
There are 6 solutions which have been proposed to address KI#1, i.e. Solution#1, Solution#11, Solution#16, Solution#28, Solution#34 and Solution#37.  Among these solutions, Solution#16 will be merged into Solution#37, whereas Solution#28 is proposed as the overall architecture framework and will only be further considered when all the KIs are getting close to be concluded.  Hence, in reality there are really 4 solutions to be considered at this point for KI#1, i.e. Solutions#1, 11, 34 and 37.  
	Evaluation Criteria
	Solution#1
	Solution#11
	Solution#34
	Solution#37

	Suggest to leverage and/or extending the existing NWDAF analytics to assist AF to monitor the UE’s data transmission performance, i.e. impact to NWDAF
	· Proposed to extend existing NWDAF analytic mechanisms to monitor DN performance, UE communication & QoS sustainability 
· The monitoring is done in order to prepare for the upcoming Application AI/ML transmission
	· Proposed to leverage the AF Influence for traffic routing feature to support the transmission of the Application AI/ML traffic which also triggers “some” NWDAF analytics to monitoring the UE’s performance to assist the traffic routing 
	· Proposed to leverage the NWDAF analytic to monitor the existing Application AI/ML data transfer and to report the ongoing performance to the AF   
	· No

	Suggest to leverage other mechanism besides NWDAF to obtain UE’s performance, i.e. no NWDAF impact
	· Proposed to leverage PC, SMF and UDF etc. to monitor UL/DL & round trip delay, traffic/data volume, session inactivity timer,
	· No
	· No
	· Proposed to extend the existing UPF event exposure with new event to report the UE’s on-going bit rate periodically to NEF. NEF will then aggregate the group of UEs bit rate and compare it against the Group-MBS threshold to ensure the group performance does not exceed the aggregated throughput performance. If exceeded, NEF will notify the AF for this new event. 

	Support aggregated bit rate monitoring to assist AF to conduct the Application AI/ML operation according to the SLA 
NOTE: Corresponding to Principle#3 which receives general support during the Moderated AP Discussions
	· No
	· No
	· No
	· Yes

	Support aggregated performance monitoring reporting for optimization (e.g. minimizing signalling overhead).
	· No 
	· No
	· No
	· Yes

	Support QoS monitoring for AI/ML-based services triggered by AF to assist AF to conduct the Application AI/ML operation according to the SLA. 
NOTE: Corresponding to Principle#4 which receives general support during the Moderated AP Discussions
	· Yes
	· Yes (Built-in to the AF Influence to Traffic Routing mechanism) 
	· Yes
	· Partially (focus on bit rate monitoring)

	Both the network and the AF have the need to monitor usage of network resources for AI/ML training traffic.
NOTE: Corresponding to Principle#7 which receives general support during the Moderated AP Discussions
	· Yes
	· Yes
	· Yes
	· Yes

	Assist AF to perform QoS policy modification on the UE after monitoring the UE’s performance
NOTE: Not specific to this KI
	· Trigger AF session request to update UE’s QoS configuration
	· Leverage the imbedded procedure of the AF Influence to modify the QoS policy when needed
	· Not specified
	· Not specified

	Applicable to FL “aggregated” performance monitoring
	· No
	· No
	· No
	· Yes

	Proposed mechanism (e.g. gating, QoS policy modification, etc.) to be used by AF or by 5GC to respond to the UE’s performance monitoring 
NOTE: Not specific to this KI
	· No
	· No
	· No
	· No

	Pros: 
	· Able to leverage the existing NWDAF analytics to adjust the QoS policy and to assist the AF’s decision (e.g. UE selection) before starting the application AI/ML operation with the proper UE. 
	· Able to reuse existing AF Influence mechanism to monitoring the on-going Application AI/ML operation and to adjust the QoS policy to adapt to the UE’s changing condition
	· Able to leverage the existing NWDAF analytics to assist the AF to continue monitoring the UE, QoS etc, performance during the application AI/ML operation.
	· Able to reuse the existing UPF exposure mechanism to monitor the bit rate for the selected group of UEs to support aggregated monitoring request from AF. 
· The monitoring can be applied before or during the Application AI/ML operation
· The mechanism can support FL operation for aggregated bit rate monitoring with minimum signaling overhead between the 5GC and AF

	Cons: 
	· Not always efficient as the monitoring is mainly done on per UE basis to report to the AF, i.e. signaling overheads could be high
· Not clear if the monitoring is on-going while the Application AI/ML operation was started. This is especially important in case of the FL operation. 
· No all performance/resource monitoring are necessarily done by the NWDAF
	· No assistance to the AF on learning the UE’s performance before starting the Application AI/ML operation. 
· Not always efficient as the monitoring is mainly done on per UE basis to collect User Experience and/or DN performance from the AF, i.e. signaling overheads could be high
· No all performance/resource monitoring are necessarily produced by the NWDAF
· There is no on-going feedback from the 5GC to the AF to monitor each UE’s performance for participating in the Application AI/ML operation   
	· No assistance to the AF on learning the UE’s performance before starting the Application AI/ML operation. 
· Not always efficient as the monitoring is mainly done on per UE basis to report to the AF, i.e. signaling overheads could be high
· No all performance/resource monitoring are necessarily done by the NWDAF
	· Limited to the aggregated bit rate monitoring only 

	Propose Interim Conclusions for KI#1: 
	· Propose to merge Solution#1, Solution#11, Solution#34 which leverage NWDAF analytics to perform some performance/resource monitoring prior to the start of the Application AI/ML operation as follows: 
· Refer to the procedure in Solution#1 to perform the pre application AI/ML operation monitoring and provide the feedback to the AF 
· In addition, if any of the NWDAF analytics that were described in Solution#11 and Solution#34 which are useful and applicable to assist the AF’s operation decision to prepare for the start of the application AI/ML operation, such NWDAF analytics should also be included as the pre application AI/ML operation monitoring. 
· Propose to extend the AF Influence include NWDAF analytics proposals from Solution#11 and Solution#34, if applicable 
· Extend the AF Influence procedures as described in Solution#11 to include the support of the additional NWDAF analytics (could be with extension) as described in Solution#1 and Solution#34, if applicable 
· Propose to include the Group-MBR monitoring procedures as described in Solution#37 for pre Application AI/ML data transfer operation and during the Application AI/ML data transfer operation in order to provide the on-going monitoring. 
NOTE: Further enhancement to optimize the overall system performance for these solutions’ merger may be needed during the normative phase of this study. 





Proposals
***** Start of Changes *****
7 	Evaluation 
7.X	Key Issue#1 
The following table summarize the similarity and differences among the 4 solutions to address KI#1
	Evaluation Criteria
	Solution#1
	Solution#11
	Solution#34
	Solution#37

	Suggest to leverage and/or extending the existing NWDAF analytics to assist AF to monitor the UE’s data transmission performance, i.e. impact to NWDAF
	· Proposed to extend existing NWDAF analytic mechanisms to monitor DN performance, UE communication & QoS sustainability 
· The monitoring is done in order to prepare for the upcoming Application AI/ML transmission
	· Proposed to leverage the AF Influence for traffic routing feature to support the transmission of the Application AI/ML traffic which also triggers “some” NWDAF analytics to monitoring the UE’s performance to assist the traffic routing 
	· Proposed to leverage the NWDAF analytic to monitor the existing Application AI/ML data transfer and to report the ongoing performance to the AF   
	· No

	Suggest to leverage other mechanism besides NWDAF to obtain UE’s performance, i.e. no NWDAF impact
	· Proposed to leverage PC, SMF and UDF etc. to monitor UL/DL & round trip delay, traffic/data volume, session inactivity timer,
	· No
	· No
	· Proposed to extend the existing UPF event exposure with new event to report the UE’s on-going bit rate periodically to NEF. NEF will then aggregate the group of UEs bit rate and compare it against the Group-MBS threshold to ensure the group performance does not exceed the aggregated throughput performance. If exceeded, NEF will notify the AF for this new event. 

	Support aggregated bit rate monitoring to assist AF to conduct the Application AI/ML operation according to the SLA 
NOTE: Corresponding to Principle#3 which receives general support during the Moderated AP Discussions
	· No
	· No
	· No
	· Yes

	Support aggregated performance monitoring reporting for optimization (e.g. minimizing signalling overhead).
	· No 
	· No
	· No
	· Yes

	Support QoS monitoring for AI/ML-based services triggered by AF to assist AF to conduct the Application AI/ML operation according to the SLA. 
NOTE: Corresponding to Principle#4 which receives general support during the Moderated AP Discussions
	· Yes
	· Yes (Built-in to the AF Influence to Traffic Routing mechanism) 
	· Yes
	· Partially (focus on bit rate monitoring)

	Both the network and the AF have the need to monitor usage of network resources for AI/ML training traffic.
NOTE: Corresponding to Principle#7 which receives general support during the Moderated AP Discussions
	· Yes
	· Yes
	· Yes
	· Yes

	Assist AF to perform QoS policy modification on the UE after monitoring the UE’s performance
NOTE: Not specific to this KI
	· Trigger AF session request to update UE’s QoS configuration
	· Leverage the imbedded procedure of the AF Influence to modify the QoS policy when needed
	· Not specified
	· Not specified

	Applicable to FL “aggregated” performance monitoring
	· No
	· No
	· No
	· Yes

	Proposed mechanism (e.g. gating, QoS policy modification, etc.) to be used by AF or by 5GC to respond to the UE’s performance monitoring 
NOTE: Not specific to this KI
	· No
	· No
	· No
	· No

	Pros: 
	· Able to leverage the existing NWDAF analytics to adjust the QoS policy and to assist the AF’s decision (e.g. UE selection) before starting the application AI/ML operation with the proper UE. 
	· Able to reuse existing AF Influence mechanism to monitoring the on-going Application AI/ML operation and to adjust the QoS policy to adapt to the UE’s changing condition
	· Able to leverage the existing NWDAF analytics to assist the AF to continue monitoring the UE, QoS etc, performance during the application AI/ML operation.
	· Able to reuse the existing UPF exposure mechanism to monitor the bit rate for the selected group of UEs to support aggregated monitoring request from AF. 
· The monitoring can be applied before or during the Application AI/ML operation
· The mechanism can support FL operation for aggregated bit rate monitoring with minimum signaling overhead between the 5GC and AF

	Cons: 
	· Not always efficient as the monitoring is mainly done on per UE basis to report to the AF, i.e. signaling overheads could be high
· Not clear if the monitoring is on-going while the Application AI/ML operation was started. This is especially important in case of the FL operation. 
· No all performance/resource monitoring are necessarily done by the NWDAF
	· No assistance to the AF on learning the UE’s performance before starting the Application AI/ML operation. 
· Not always efficient as the monitoring is mainly done on per UE basis to collect User Experience and/or DN performance from the AF, i.e. signaling overheads could be high
· No all performance/resource monitoring are necessarily produced by the NWDAF
· There is no on-going feedback from the 5GC to the AF to monitor each UE’s performance for participating in the Application AI/ML operation   
	· No assistance to the AF on learning the UE’s performance before starting the Application AI/ML operation. 
· Not always efficient as the monitoring is mainly done on per UE basis to report to the AF, i.e. signaling overheads could be high
· No all performance/resource monitoring are necessarily done by the NWDAF
	· Limited to the aggregated bit rate monitoring only 




8 	Conclusions
8.1	Interim Conclusions
8.1.X	Key Issue#1
Proposal for the interim conclusions for KI#1: 
· Propose to merge Solution#1, Solution#11, Solution#34 which leverage NWDAF analytics to perform some performance/resource monitoring prior to the start of the Application AI/ML operation as follows: 
· Refer to the procedure in Solution#1 to perform the pre application AI/ML operation monitoring and provide the feedback to the AF 
· In addition, if any of the NWDAF analytics that were described in Solution#11 and Solution#34 which are useful and applicable to assist the AF’s operation decision to prepare for the start of the application AI/ML operation, such NWDAF analytics should also be included as the pre application AI/ML operation monitoring. 
· Propose to extend the AF Influence include NWDAF analytics from Solution#1 and Solution#34, if applicable 
· Extend the AF Influence procedures as described in Solution#11 to include the support of the additional NWDAF analytics (could be with extension) as described in Solution#1 and Solution#34, if applicable 
· Propose to include the Group-MBR monitoring procedures as described in Solution#37 to assist the AF decision prior to the start of the Application AI/ML data transfer operation and during the Application AI/ML data transfer operation in order to provide the on-going monitoring. 
NOTE: Further enhancement to optimize the overall system performance for these solutions’ merger may be needed during the normative phase of this study.  

***** End of Changes *****
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