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Abstract of the contribution: This pCR evaluates solutions for KI#8 and proposes interim conclusion(s). 
1. Discussions
In TR 23.700-81 v0.3.0, Sol#21, 22, 23, 24, 51, 52, 53 are to address the issue for KI#8:  
Please refer to the DP S2-2206415 for detailed evaluation and interim conclusion(s).
2. Proposal
It proposes to add the following changes to TR 23.700-81.
* * * * * First Changes * * * * *    

7
Overall Evaluation

Editor's note:
This clause will provide evaluation of different solutions.
7.X
Key Issue #8:Supporting Federated Learning in 5GC
The following table gives a summary for the current solutions for KI#8:
Table 7.x-1: Solutions evaluation for KI #8
	ol. Num.
	Main issue to resolve
	Main impacts

	Sol #21, 22, 23, 24 and 53A
	- FL clients discovery by FL server, in case that it determines FL is needed;

- FL task interaction between FL server and FL clients
	- FL clients registration to NRF;

- FL clients discovery by FL sever from NRF

- FL task request and interim result interaction between FL sever and FL clients;

	Sol #53B
	- FL NFs (FL sever and clients) discovery, in case that normal MTLF determines FL is needed but without FL capability itself 
	- FL server and FL clients registration to NRF;

- FL sever and clients discovery from NRF

	Sol #51
	- Old FL clients status monitoring;

- New FL clients selection for FL procedure
	- Register FL procedure information into NRF dynamically during the Federated Learning processes.

- Selection of Client NWDAF(s).

- Monitoring Client NWDAF status updates.

- Dynamic discovery of new Client NWDAF(s).

	Sol #52
	- FL model accuracy monitoring and FL model retraining
	- MTLF (FL sever) provides Training Accuracy metric to AnLF for FL model;

- AnLF calculates the Base Accuracy metric in live network for FL model;


Observations can be derived from the above evaluation table:

· Observation 1: Most solutions propose FL clients and FL server registration to NRF and discovery via NRF
· Observation 2: FL server communicate with FL clients about FL model training task Info and interim FL results to generate a model without exchanging privacy training data
· Observation 3: it looks reasonable that MTLF (rather than AnLF) determine to trigger FL procedure as MTLF is responsible for model training and whether FL is needed or not.
· Observation 4: Model sharing issue has been raised in some solutions, which is a general issue and depends on conclusion of KI#5
· Observation 5: In addition to FL procedure itself, Solution 52 also propose to consider model accuracy to improve FL Model performance, which is related to KI#1. 
· Observation 6: only solution 23 touched both horizontal and vertical FL while other solutions focus on horizontal FL. 
8
Conclusions

Editor's note:
This clause will list conclusions that have been agreed during the course of the study item activities.
8.X
Key Issue #8: Supporting Federated Learning in 5GC
For KI#8, it proposes the following principles as the interim conclusion:

· FL clients and FL server register their FL related capability to NRF

· MTLF(with FL client/server capability) discover FL clients and FL sever from NRF

· FL server communicates with FL clients about FL model training task Info and interim FL results to generate a model without exchanging privacy training data

· MTLF (rather than AnLF) determine to trigger FL procedure as MTLF is responsible for model training and whether FL is needed or not.

· Model sharing between FL client and FL sever depends on the conclusion of KI#5

· How to improve FL Model performance is related with KI#1 and should be concluded jointly

· Focus on horizontal FL in R18 and vertical FL for future release
* * * * * End of Changes * * * * *    
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