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Abstract of the contribution: This document proposes a new solution to key issue #4: & key issue #7: The solution considers the handover problem caused by UE mobility in FL.
Introduction/Discussion
This solution addresses the aspects on KI#4: Enhancing External Parameter Provisioning & KI#7 5GS Assistance to Federated Learning Operation.
As more edge servers are deployed at Base stations, the aggregation of Federated Learning(FL) can be firstly done at the BS, which is called local (edge) aggregation. Then the BS sends the edge model to the cloud for further aggregation, which is called global (cloud) aggregation. This forms a Cloud-Edge-UE hierarchical federated learning (HFL) architecture and brings the problem of handover as shown in Fig.1.
Fig. 1 gives an example of HFL where the cloud connects to three BSs, and each BS associates with several serving UEs. The training process goes as follows:
1). The local training procedure: Each UE first does  times of local updates, then send its local model to its BS for edge aggregation. 
2). Edge training procedure: The edge server at the BS does one edge aggregations after reception of all its serving UEs local models. Then it updates its edge model and broadcasts it to the associated UEs. After  times of edge aggregations, the edge server further sends its edge model to the could for cloud aggregation.
3). Global training procedure: After the cloud aggregation is done, the cloud broadcast the global model to the BS. And the BS further broadcast it to UEs. The edge and UE updates it edge model and local model with the received global model.
This process repeats until the model is converged. An example is given in Fig. 2 with  and .
In practical settings, handover happens during the local training: one UE may receive the edge or global model from a certain BS and then moves into another BS’s coverage area. The UE that does not stay in the same coverage area during the local training procedure cannot upload the model to the original BS successfully. On the other hand, the new serving BS will abandon the UE’s model. In the end, the FL performance is degraded, due to the reduced number of participants or missing of training data. Even the serving BS takes the UE’s model, the edge models are biased at both original BS(due to the missed model of one participant) and serving BS (due to the biased model from a new participant). Therefore, the FL performance is degraded.
Similarly, handover happens during the edge training procedure, i.e., after the edge aggregation is done, and edge model is broadcast: edge models are still biased, and the FL performance is still degraded.
Take an example in Fig.1: when UE#3 moves into the coverage of BS#2, it is disconnected from BS#1, i.e. handover from BS#1 to BS#2. If this happens during the local training procedure, there will be no UE#3’s model in the edge aggregation at the BS#1, leading to the degradation of BS#1’s edge model. On the other hand, BS#2 could have two choices: 1). It abandons UE#3’s model, which leads to the miss of UE#3’s data; 2). It takes UE#3’ model for edge aggregation, which leads BS#2’s model biased by UE#3. This is because UE#3’ model is updated based on BS#1’s edge model.
Therefore, our solution proposes that the AF and 5GS should, to the best of their ability, make handover happen at the end of the global training procedure, i.e., after cloud aggregation is done, and the global model is broadcast. In this way, all UEs and BSs have the same model with the cloud, and there will be no biased model.
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Figure 1. Cloud-edge-UE hierarchical federated learning architecture(HFL)
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Figure 2. An example of HFL with  and 
Text Proposal
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6	Solutions
Editor's note:	This clause is intended to document the candidate architecture solutions. Each solution should clearly describe which of the key issues it covers and how.
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Table 6.0-1: Mapping of Solutions to Key Issues
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[bookmark: _Toc97271690][bookmark: _Toc326248710][bookmark: _Toc20147942][bookmark: _Toc23145942]6.X	Solution #X:   5GS Assistance to Federated Learning Operation (Handover in Hierarchical Federated Learning)
[bookmark: _Toc97271691]6.X.1	Description
[bookmark: _Toc97271692][bookmark: _Toc326248711][bookmark: _Toc20147943][bookmark: _Toc23145943]This solution addresses the aspects on 5GS Assistance to Federated Learning Operation.
As more edge servers are deployed at Base stations, the aggregation of Federated Learning (FL) can firstly be done at the BS, which is called local (edge) aggregation. Then the BS sends the edge model to the cloud for further aggregation, which is called global (cloud) aggregation. This forms a Cloud-Edge-UE hierarchical federated learning (HFL) architecture and brings the problem of handover as shown in Fig.1.
Fig. 1 gives an example of HFL where the cloud connects to three BSs, and each BS associates with several serving UEs. The training process goes as follows:
1). The local training procedure: Each UE first does  times of local updates, then send its local model to its BS for edge aggregation. 
2). Edge training procedure: The edge server at the BS does one edge aggregations after reception of all its serving UEs local models. Then it updates its edge model and broadcasts it to the associated UEs. After  times of edge aggregations, the edge server further sends its edge model to the could for cloud aggregation.
3). Global training procedure: After the cloud aggregation is done, the cloud broadcast the global model to the BS. And the BS further broadcast it to UEs. The edge and UE updates it edge model and local model with the received global model.
This process repeats until the model is converged. An example is given in Fig. 2 with  and .
In practical settings, handover happens during the local training: one UE may receive the edge or global model from a certain BS and then moves into another BS’s coverage area. The UE that does not stay in the same coverage area during the local training procedure cannot upload the model to the original BS successfully. On the other hand, the new serving BS will abandon the UE’s model. In the end, the FL performance is degraded, due to the reduced number of participants or missing of training data. Even the serving BS takes the UE’s model, the edge models are biased at both original BS (due to the missed model of one participant) and serving BS (due to the biased model from a new participant). Therefore, the FL performance is degraded.
Similarly, handover happens during the edge training procedure, i.e., after the edge aggregation is done, and edge model is broadcast: edge models are still biased, and the FL performance is still degraded.
Therefore, this solution proposes that the AF and 5GS should, to the best of their ability, make handover happen at the end of the global training procedure, i.e., after cloud aggregation is done, and the global model is broadcasted. In this way, all UEs and BSs have the same model with the cloud, and there will be no biased model.
Specifically, this can be done in two ways:
1). When the UE moves into another BS’s coverage area in the local training or edge training procedure, it stays connection with the original BS until the cloud aggregation is done and it receives the broadcasted global model. This could be done by raising the transmit power of UE, lowering the threshold of RSRP, etc.
Note: The method to stay connection (raising the transmit power of UE, lowering the threshold of RSRP, etc) is mainly done in RAN and out of the scope of SA2. But the decision that whether stay connection or not is done at AF, and a list of SA2 procedures are involved.
2). The 5GC network predicts the UE’s mobility. If it is predicted to move out of current BS’s coverage area in the local training or edge training procedure of next round, it makes the handover happen in advance, i.e., at the end of global training procedure of this round.
6.X.2	Procedures
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Figure 2. 5G assistance to handover in HFL
0. The AF collects UE_status which could include the computational capability of UE, data size, etc. With mobility_information, the UE_status is used to estimate the end time of cloud aggregation;
1. The AF requesting the mobility_information from NWDAF via NEF. The mobility_information includes whether there is a handover or not at the moment. The mobility_information could include the UE mobility analytics and UE communication analytics from Clause 6.7.2 and 6.7.4 in TS 23.288, which is used to estimate the time of expected handover. Or the mobility_information includes estimate the time of expected handover.
2. NWDAF collects data and does analytics. The estimated time for an expected handover could be as part of NWDAF analytics.
3. NWDAF sends the mobility_information to AF.
4. Based on UE_status and mobility_information, AF gets the estimated time for handover, cloud aggregation, etc. Then AF makes decisions on handover.
5. The AF sends the handover_information to PCF, e.g., whether stay connection or not, when to handover, etc. The PCF provides the AF request to RAN that is responsible for the final handling of the handover_information.
NOTE: It is up to RAN whether or not to e.g.raise transmit power, lower the threshold of RSRP to extend the connection to the current eNB.

[bookmark: _Toc97271693]6.X.3	Impacts on services, entities and interfaces
-	UE:
-	Support sending UE_status or the computation delay to the AF.
-	NWDAF:
-	Support estimation of time for handover as part of its analytics.
-  Support sending mobility_information to AF.
-	AF:
-	Support obtaining UE_status or the computation delay from the UE.
-	Support obtaining mobility_information from the NWDAF.
-  Support of time estimation for handover, cloud aggregation, etc.
-  Support of making decisions on handover.

* * * * End of changes * * * *
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