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Abstract of the contribution: This contribution proposes an evaluation and conclusion for KI#4.
1. Background 
This paper proposes an evaluation on the key aspects of the Enhance Data collection and Storage discussed in solutions adopted in the TR for Key Issue 4. And proposal to add some high level conclusions on KI#4 with the aim to identify those aspects that require normative work in Rel-18.
2. Text Proposal
It is proposed to adopt the following text within the TR.
* * * * First change (all new text)* * * *
7.4	How to Enhance Data collection and Storage
For Key Issue #4 "How to Enhance Data collection and Storage", there are solutions mainly as follows:
-	Solution #12: DCCF and MFAF Relocation
-	Solution #41: Sending data that is about to be purged
-	Solution #42: Storage and retrieval of trained ML models to/from ADRF
-	Solution #43: ML model storage in ADRF and ML model provision from ADRF
-	Solution #44: DCCF Reselection when multiple instances of DCCF exist in a network
-	Solution #45: Managing Impact of Muting on NF Producer
-	Solution #46: ADRF / NWDAF Data Storage Management
Solution #12 proposes that upon change of a source DCCF and/or MFAF instance, it is required to inform the related consumer of the event and possibly to update subscriptions between the DCCF and the consumer. And the subscriptions can be renewed between the target DCCF instance and the consumer.
Solution #41 proposes that a data producing NF or NWDAF having heavy load or performance to store data or that it will soon purge data for any other reason. An NF may have light load or performance for data to be stored for each subscription of data that has been muted.
Solution #42 proposes that trained ML model(s) are stored by NWDAF containing MTLF and retrieved by NWDAF containing AnLF. Solution #42 addresses also KI#5 "Enhance trained ML Model sharing" and is dependent on the assumption and conclusion of KI#5.
Solution #43 proposes that the NWDAF containing MTLF can store trained ML models into ADRF directly or via DCCF/MFAF. Meanwhile, the NWDAF containing MTLF can register the trained ML model into NRF or DCCF. The ML model consumers can subscribe/request the needed ML model from ADRF directly or via DCCF. Solution #43 addresses also KI#5 "Enhance trained ML Model sharing" and is dependent on the assumption and conclusion of KI#5.
Solution #44 proposes that a service consumer NF receives notification from the source DCCF about not being able to serve the UE, it unsubscribes from the source DCCF and discovers and selects a target DCCF.
Solution #45 proposes that an Event Consumer NF (e.g., NWDAF, DCCF) requests notification muting from an Event Producer NF, the Event Consumer can in addition specify an instruction that indicates to the Event Producer NF the desired behavior when an exception occurs at the Event Producer NF (e.g., full buffer). 
Solution #46 proposes that consumer requests for data or analytics are enhanced so they may optionally include storage handling information that indicate how the consumer would like stored data or analytics to be maintained in the ADRF/NWDAF.
Table 7.4-1 gives the comparison of candidate solutions for Key Issue#4.
Table 7.4-1: Comparison of solutions for Key Issue#4
	Solutions
	Aspects addressed for the Key Issue
	Impacts on services, entities and interfaces

	
	Interaction between multiple DCCFs and MFAFs (e.g. DCCF or MFAF relocation) 
	ADRF stores types of data other than historical data and analytics
	Storage of data and/or analytics in ADRF, NWDAF and/or data source NF.
	Further reduce signalling and data traffic and the impact of obtaining data on data sources.
	

	12
	√

	
	
	
	Data consumer, DCCF, MFAF.

For DCCF and MFAF relocation, new services defined.

	41
	
	
	
	√
	Data producer.

New parameters defined for existing services.

	42
	
	√
	
	
	ADRF, NWDAF.

For ML model storage, new services defined.

	43
	
	√
	
	
	ADRF,DCCF, NWDAF.

For ML model storage, new services defined.

	44
	√

	
	
	
	DCCF.

New parameters defined for existing services.

	45
	
	
	
	√
	Event Consumer NFs (DCCF, NWDAF),  Event Producer NFs (AMF, SMF, etc.).

New parameters defined for existing services.

	46
	
	
	√
	
	NWDAF, DCCF, MFAF, ADRF.

 New services defined.





* * * * Next change(all new text) * * * *
8.4	How to Enhance Data collection and Storage
The followings are agreed as interim conclusion for Key Issue #4.
For DCCF relocation:
-	The DCCF interacts with AMF to subscribe UE location information.
-	The DCCF selects a new DCCF to ensure data collection service continuity.
For ML model storage in ADRF:
-	The ADRF interacts with the NWDAF containing MTLF to store the trained ML models.
-	The ADRF registers the ML models profile in NRF/DCCF in a manner consistent with the NWDAF. 
-	The ML models consumer retrievals the trained ML models from ADRF.
NOTE:	The details of ML model sharing between different vendors need to be aligned with the conclusion of Key Issue #5.
For enhancement of existing data management mechanisms:
-	Data producing NF can send data even when deactivating notification flag is set.


* * * * End of changes * * * *
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