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Abstract of the contribution: This paper proposes a solution to address KI#3: Policies for finer granular sets of UEs.
Discussion
As described in the KI#3, TR 23.700-08, this contribution focuses on impacts to 5GS needed to support providing traffic offload policy for such a set of UEs. In the context, the traffic offload is executed gradually from the current condition to the targeted condition. It starts with a lower weight and then gradually increase the weight by repeating the traffic offload operations. A new information needs to be studied for the objective.
---
[bookmark: _Toc106120755]5.3	KI#3: Policies for finer granular sets of UEs
[bookmark: _Toc106120756]5.3.1	Description
This key issue investigates the potential need and solutions for supporting offload policies for more granular sets of UE(s).
This key issue will study the following aspects:
-	how to identify set of UEs at a finer granularity that are associated with a dedicated offload policy, and how to express the set of UE in the offload policy;
-	impacts to 5GS needed to support providing traffic offload policy for such a set of UEs.


Proposal
Add the following solution to TR 23.700-48.

* * * First Change * * * *
[bookmark: _Toc106120776]6.0	Solution-Key issue matrix
The solutions in clause 6 can apply to one or more key issues described in clause 5 of this report. Table 6.0-1 describes the relationship between solutions and key issues.
Editor's note:	The table below will be updated with actual content when generating the TR with approved contributions. Page number is automatically updated to ease reference (ctrl-left click to reach the solution).
Table 6.0-1: Solution-Key issue matrix
	Solution
	Key issues

	Title
	(page)
	KI#1
	KI#2
	KI#3
	KI#4
	KI#5
	KI#6
	KI#7

	01: EAS discovery in Home Routed roaming scenario
	22
	X
	
	
	
	
	
	

	02: Session Breakout in Visited PLMN
	26
	X
	
	
	
	
	
	

	03: EAS (re)discovery procedure in roaming scenario
	29
	X
	
	
	
	
	
	

	04: Support EAS (re-)discovery in VPLMN via HR PDU Session
	32
	X
	
	
	
	
	
	

	05: Accessing V-EHE via HR PDU Session
	38
	X
	
	
	
	
	
	

	06: URSP solution to support roamers access to EHE in a VPLMN
	40
	X
	
	
	
	
	
	

	07: Using URSP Rules to Establish an LBO PDU Session
	42
	X
	
	
	
	
	
	

	08: V-ECS Discovery during Steering of Roaming
	43
	X
	
	
	
	
	
	

	09: PDU Session configuration from EASDF
	45
	X
	
	
	
	
	
	

	10: LBO PDU Session establishment using PLMN criteria in RSD
	47
	X
	
	
	
	
	
	

	11: Exposure of Network Congestion
	49
	
	X
	
	
	
	
	

	12: Efficient exposure of RAN information
	52
	
	X
	
	
	
	
	

	13: Fast and efficient network exposure improvements
	56
	
	X
	
	
	
	
	

	14: Group Management
	58
	
	
	
	X
	
	
	

	15: Selection of common DNAI
	62
	
	
	
	X
	
	
	

	16: Selecting the same EAS/DNAI for collection of UEs
	70
	
	
	
	X
	
	
	

	17: Application layer EAS selection for collections of UEs
	73
	
	
	
	X
	
	
	

	18: Discovery of the same EAS for collections of UEs
	75
	
	
	
	X
	
	
	

	19: Influencing UPF and EAS (re)location for collections of UEs
	79
	
	
	
	X
	
	
	

	20: Global EASDF
	81
	
	
	
	
	X
	
	

	21: EAS Deployment information differentiated by PLMN ID
	83
	
	
	
	
	X
	
	

	22: EAS discovery for federated Ops
	84
	
	
	
	
	X
	
	

	23: Improvements for EHE operated by separate party
	90
	
	
	
	
	X
	
	

	24: Reuse Option D after UL-CL insertion
	92
	X
	
	
	
	
	
	

	25: EAS discovery in VPLMN via V-EASDF for a HR PDU Session
	94
	X
	
	
	
	
	
	

	26: SM Policy for HR Session Breakout in VPLMN
	97
	X
	
	
	
	
	
	

	27: EAS discovery with dynamic setup of a LBO PDU Session
	100
	X
	
	
	
	
	
	

	28: Support edge computing in Roaming
	102
	X
	
	
	
	
	
	

	29: Use of Internal Group ID and constraints in EDI
	107
	
	
	X
	
	
	
	

	30: Policies referring to "Allowed services" and/or "Subscriber categories"
	108
	
	
	X
	
	
	
	

	31: Providing traffic offload policy for a set of UEs with service information
	111
	
	
	X
	
	
	
	

	32: Offload policy for finer granular set of UEs
	114
	
	
	X
	
	
	
	

	33: AF requests offload policy for sets of UEs
	115
	
	
	X
	
	
	
	

	34: Selecting the same EAS/DNAI for collection of UEs
	116
	
	
	
	X
	
	
	

	35: Providing dedicated (re)location information as traffic routing information
	119
	
	
	
	X
	
	
	

	36: Providing dedicated (re)location information as EAS Deployment information
	123
	
	
	
	X
	
	
	

	37: (Re)location of same EAS and coordination across UEs
	126
	
	
	
	X
	
	
	

	38: EAS Discovery for EHE shared with other PLMN
	128
	
	
	
	
	X
	
	

	39: Support EAS relocation of inter-PLMN
	129
	X
	
	
	
	X
	
	

	40: EAS discovery for shared EHE
	133
	
	
	
	
	X
	
	

	41: Controlling non-3GPP access of EC traffic via URSP and ATSSS
	136
	
	
	
	
	
	X
	

	42: Network-guided EC traffic switching
	139
	
	
	
	
	
	X
	

	43: Network-based solution for keeping EC traffic on 3GPP Access
	141
	
	
	
	
	
	X
	

	44: EAS traffic switching avoidance
	144
	
	
	
	
	
	X
	

	45: Application selected PDU Session
	146
	X
	
	
	
	
	X
	

	46: Avoid UE switching on-going EC traffic away from 3GPP access
	147
	
	
	
	
	
	X
	

	47: Avoiding Switch Away Based on an SMF Indication
	149
	
	
	
	
	
	X
	

	48: Avoiding Switch Away Based on an Indication in the URSP
	150
	
	
	
	
	
	X
	

	49: URSP based solution to avoid UE to switch away from Edge PDU Session
	151
	
	
	
	
	
	X
	

	50: Obtain and maintain mapping table between IP address/IP range with DNAI
	152
	
	
	
	
	
	
	X

	51: EDI holding the IP address to DNAI mapping
	154
	
	
	
	
	
	
	X

	52: AF obtaining target DNAI provided by NEF
	155
	
	
	
	
	
	
	X

	X: Providing weighted traffic offload policy for a set of UEs
	X
	
	
	X
	
	
	
	




* * * Second Change * * * *
[bookmark: _Toc93305721][bookmark: _Toc97274365]6.x	Solution XX (KI#3): Providing weighted traffic offload policy for a set of UEs
[bookmark: _Toc97274366]6.x.1	Introduction
In general, instance costs for EC services varies as time passes. Expensive instances for EC services at certain time may be supported by other lower cost instances with the same performance in another year. Application service provider or the operator supporting the EC services may consider to shift their EC services supported in another environment for certain users only under certain conditions and offload their traffic to the new edge hosting environment. In another case, reserved instances are deployed for a limited group of users and the rest of the users may be supported by on-demand or spot instances to reduce the total cost of the EC services.
Like these cases, the AFs can provide a request to support some offload policies only for certain set of UE(s) following a set of specific criteria such as Target UE Identifier(s), Spatial Validity Condition, Temporal Validity Condition specified in Table 5.6.7-1, TS23.501[x].
N6 Traffic Routing requirements is used to specify how the traffic to be offloaded is routed to the targeted edge hosting environment corresponding to each DNAI. As shown in Figure 6.x.2-1, weighted traffic offload enables application service provider or the operator supporting the EC services to specify offload weights to targeted DNAIs connecting to edge hosting environments. The application service provider or the operator supporting the EC services starts the traffic offload from small traffic volume and then increase gradually the offload volume.

[image: ]
Figure 6.x.2-1 Functional description about weighted traffic offload policy for a set of UEs

6.x.3	Procedures
1. N6 Traffic Routing requirements in the AF Request in Table 5.6.7-1, TS23.501 [2] is used to specify how the traffic is routed to the targeted edge hosting environment corresponding to each DNAI. 
A new information, weighted traffic offload, enables application service provider or the operator supporting the EC services to specify offload weights to targeted DNAIs connecting to edge hosting environments. 
2. To create a new request, the AF consumes Nnef_TrafficInfluence service exposed by the NEF. The content of the AF request is sent to the NEF and then stored in UDR by the NEF. 
3. In the UDR, the status change about the stored AF request triggers a Nudr_DM service to notify the event to the PCF(s). To be notified, the PCF(s) have subscribed to Nudr_DM service.
4. The PCF determines if existing PDU Sessions are potentially impacted by the AF request. For each of these PDU Sessions, the PCF updates the SMF with corresponding new policy information about the PDU Session by invoking Npcf_SMPolicyControl service operation for notification. 
AF influenced Traffic Steering Enforcement Control information in Policy and charging control rule includes N6 traffic routing information per DNAI as described in Table 6.3.1, TS23.503 [13]. The weighted traffic offload information per DNAI is included in the N6 traffic routing information.
5. When the updated policy information about the PDU Session is received from the PCF, the SMF may take appropriate actions to reconfigure the User plane of the PDU Session. 

[image: ]

[bookmark: _Toc97274369]6.x.4	Impacts on services, entities, and interfaces
AF:
· Ability to provide weighted traffic offload information in AF Request that describes how the traffic to be offloaded is routed to the targeted edge hosting environment corresponding to each DNAI.

PCF:
· Ability to provide weighted traffic offload information in AF influenced Traffic Steering Enforcement Control information that describes how the traffic to be offloaded is routed to the targeted edge hosting environment corresponding to each DNAI.
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