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Abstract of the contribution: This contribution evaluates and proposes conclusions on KI#4 and #5.
1. Introduction
[bookmark: _Toc352077766]Given that KI#4 and KI#5 overlap to a high degree on aspects of new information introduced for payload handling, they are considered and evaluated together.

This contribution evaluates and proposes conclusions on the solutions for Key Issues #4 and #5.
2. Proposal
[bookmark: _Toc510607499][bookmark: _Toc518306733]This paper proposes the following updates to TR 23.700-60 clauses 2, 7 (all new text) and 8 (all new text).  
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[bookmark: _Toc97526930][bookmark: _Toc101526314][bookmark: _Toc104883168][bookmark: _Hlk107651727]7. Overall Evaluation
Editor's note:	This clause provides evaluations of different solutions.


7.X KI#4 and KI#5 solutions evaluation
Following key issues are evaluated:

KI #4: PDU Set integrated packet handling

This key issue “proposes to study PDU Set integrated packet handling in 5G network, in which the group of packets belongs to a same PDU Set will be handled in an integrated manner.”

KI #5: Differentiated PDU Set Handling

This key issue proposes to support differentiated QoS handling considering different importance of PDU Sets e.g. by treating packets (i.e. PDUs) belonging to less important PDU Set(s) differently to reduce the resource wasting. 


The following aspects are evaluated in the next sections:

1. PDU Set identification
2. PDU Set identification forwarding to the RAN
3. PDU Set Importance and dependency identification
4. PDU Set Importance and dependency forwarding to the RAN
5. QoS Handling

7.X.1 PDU Set Identification
PDU sets can be identified in two ways:
1) Through matching rules to be evaluated by the UPF
a. [bookmark: _Hlk107924624]Provided by the AF (solutions 7, 12, 14, 15, 16, 17, 18, 23, 24)
b. [bookmark: _Hlk107924772]Locally defined in the UPF (solutions 20, 25)
2) By assistance from the AF/AS
a. Sent by the AS through N6 in-band signaling (solutions 8, 22)
b. Provided by the AF as traffic characteristics (solutions 12, 14, 17, 18, 24, 26)

7.X.1.1 PDU Set matching rules
Numerous solutions detail how to develop matching rules to identify PDU Sets based on combinations of RTP headers, extension headers and NALU parameters. It has been shown that there are multiple alternatives to identify the PDU Sets and that the parameters need to be adapted depending on the specific media payload to be detected (e.g. video frame vs. H.264, H.265 and H.266 video slices, see solution 12). Since there are many variants and combinations and the assumptions at UPF and AS may be different, the UPF can make wrong interpretations. This mechanism does not work for media transferred on SRTP.

Currently packet filters in dynamic PCC rules are limited to IP and Ethernet header parameters. Filters on a predefined PCC rule may use parameters beyond IP and Ethernet headers, using DPI and other advanced techniques. However, the definition of such DPI filters is not standardized by 3GPP.

If the rules are to be provided by the AF, they need to be encoded so that they are properly interpreted by the UPF and there are impacts on the AF, PCF, SMF and UPF.

Supporting new or evolved media protocols and NALUs may require new development in the UPF and AF and may also impact the PCF and the SMF. This can slow down innovation, especially if there are new matching protocol and payload parameters and combining expressions to be standardized.

This may be somewhat mitigated if such rules are embedded in the UPF, although the need for new UPF development still remains. 

Detection of PDU Sets requires continuous inspection of packets for the associated media. The more complex and varied the matching rules, the more CPU and memory requirements are placed on the UPF.

This can be reduced to some extent by limiting such inspection to the SDF flows or applications for which a PDU Set handling indication is specified (solutions 8, 15, 25).

The intended result of that analysis is the determination of a PDU Set identifier, the PDU Set boundaries and the assessment of whether all PDUs in a PDU set have been received.

7.X.1.2 PDU Set identification by assistance from the AF/AS
7.X.1.2.1 N6 in-band signaling through RTP, GTP-U or MASQUE
An alternative is to get that information as direct assistance from the AS through in-band signaling (solution 8, 22).

All the knowledge on RTP, RTP extension and media NALUs for the different payload types used by a specific application is known by the AS, so it can provide the assistance information as metadata on the media packets.

This approach is more future proof, since any new payload types can be mapped by the application with media knowledge into PDU set identification and boundaries. This may also foster and speed up innovation, in addition to minimizing impacts on 5GS.

Also, CPU requirements on UPF are kept to a minimum, since all metadata can be read from a single place, i.e. the RTP, GTP-U or MASQUE extension header (without any complicated parsing conditions).

This approach is more deterministic than the other ones, since the PDU Set identification, size and boundaries are directly signaled by the AS. XRM applications are willing to provide the necessary information, and this solution is more straightforward than providing matching rules that need to be validated through interoperability tests. Application enhancements and activation and deactivation of features come with no or less impacts in the interworking.
The RTP based solution is straightforward for current applications based on RTP or SRTP.
The GTP-U tunnel based solution is based on a pre-defined configuration of GTP-U tunnels towards AS for the different applications (between UPF and AS), since otherwise the tunnels should be managed by the CP, which entails further impacts on the 5GS. However, it does not cover the assignment of tunnel endpoint identifiers needed to handle the traffic for different UEs and requires additional OPEX for the operator to add, delete and maintain GTP-U tunnels that are manually configured.
Solution 8 includes a variant to forward PDU Set Identification information through context metadata in MASQUE tunnels established between the UPF and the AS.
This variant has the following advantages:
· It does not require CP involvement for tunnel management
· It works regardless of the protocol used for real-time media (i.e. can be different from RTP) and the level of encryption
· It provides integrity protection and encryption of both the payload and the metadata
· It provides the means to insert metadata once per PDU Set, by means of registering the metadata for a MASQUE context and referencing the context for subsequent PDUs in the set, therefore optimizing signaling
7.X.1.2.2 AF assistance with traffic characteristics
The AF can also provide assistance information in the form of traffic characteristics, such as burst arrival time, periodicity/separation, last PDU packet size, etc. (solution 8, 12, 17, 24, 26). This can be provided to the RAN with the QoS profile, e.g. as assistance information associated with a QoS Flow. It is a way to avoid dealing with details of the protocol and payload per each media type and to achieve PDU Set detection when the payload is encrypted. However, the applicability and effectiveness of this detection approach may be limited. Innovation may be possible, e.g. through machine learning, but might be more difficult to develop and maintain, and requires ad-hoc detection per media type.

7.X.1.3 PDU Set identification: summary
PDU Set identification by assistance where the identification parameters are directly provided through in-band signaling by the AS is considered the most straightforward, less error prone, deterministic and future-proof approach.
Agreement, evolution and validation of matching rules through interoperability tests is not an issue. Evolution of both, protocols and applications and activation and deactivation of features is greatly facilitated.
Solutions based on matching rules are more error-prone and the scope of solutions based on traffic characteristics is limited. Due to high variation of parameter combination (e.g. the NALU Type interpretation depends on the correct codec knowledge), the UPF may do incorrect PDU Set identifications.
Therefore PDU Set identification by assistance of the AS through in-band signaling is benefitial, as specified in solution 8.
The variant where a MASQUE tunnel is established between the UPF and the AS so that the AS can provide PDU Set information as metadata is also considered a good option. This variant supports future evolution of protocols and XRM payload.
7.X.2 PDU Set identification forwarding to the RAN
Solutions are mainly based on forwarding parameters through GTP-U extension.

These parameters include:

· PDU Set sequence number (solution 7, 8, 9, 11, 12, 14, 19, 20, 21, 22):
enables distinguishing PDUs belonging to one PDU Set from the ones belonging to subsequent PDU sets.
· PDU Set size in bytes (solution 8):
enables assessment of required resources. If conveyed up-front i.e. on the first IP packet of the PDU set, the scheduler may allocate the time-frequency grant of the PDU Set faster, before the whole PDU Set may have arrived in the network. In addition, it allows to know if all PDUs in the set have been received.
· PDU Set size in number of PDUs (solution 9, 20) and PDU sequence number within PDU Set (solution 11, 20, 22):
They allow identifying the first and last PDUs in a PDU set. Given that a partial PDU Set is only useful if the first PDU in a PDU Set is provided without PDU gaps until first error occurs, the PDU SN can be useful information to manage the forwardring of PDUs in that scenario.  
· Start and end flags (solution 11, 12, 15, 18, 21, 22):
allow to identify the first and last PDU in the set. If packets arrive out of order, it is not possible to know if all PDUs of a given PDU Set have been received or foresee the volume of the PDU set in bytes.
7.X.2.1 PDU Set identification information forwarding to the RAN: summary
Useful parameters for PDU Set identification forwarding to the RAN are PDU Set sequence number and PDU Set size in bytes. They not only allow for identification of the PDU sets and assessment of whether all PDUs in the set have been received, but also evaluating if all PDUs in the PDU set can be transmitted. Additionally, PDU Set size in number of PDUs and the PDU sequence number are considered useful. The information is provided to NG-RAN in the GTP-U Extension header.
7.X.3 PDU Set Importance and dependency identification
PDU set importance and dependency can be identified in several ways:
1) Through matching rules to be evaluated by the UPF
a. Provided by the AF (solution 7, 11, 12, 14, 15, 16, 17, 18, 23, 24, 26)
b. Locally defined in the UPF (solution 14, 20, 25)
2) By assistance from the AF/AS
a. Sent by the AS through N6 in-band signaling (solution 8, 22)
b. Provided by the AF as traffic characteristics (solution 14, 49)
3) Separate IP flows per PDU Set importance (24, 26)

[bookmark: _Hlk108430332]7.X.3.1 Importance and dependency identification through matching rules
As for the case of PDU Set identification, several solutions detail how to develop matching rules to determine the importance and dependency.

This approach has the same implications discussed in section 7.X.1.

The intended result of application of matching rules in this case is an importance value associated to each PDU Set and the reference of any PDU Set this one may depend upon.

7.X.3.2 Importance and dependency identification by assistance from the AF/AS
An alternative is to get that information as direct assistance from the AS through in-band signaling (solution 8, 22).

The AS can mark the packets belonging to a PDU Set with the importance it assigns to the set. The AS can also include the reference of the PDU Set it depends upon as metadata on every packet belonging to that PDU Set.

The metadata can be transferred within an RTP extension (solution 8), GTP-U extension (solution 22) or MASQUE context (solution 8).

The AF can also provide assistance information in the form of traffic characteristics, such as burst arrival time, size per frame type that together with information on the order of PDU Sets to be expected allow to determine their associated importance or dependency (solutions 14, 17, 18, 49). This is provided by the AF and forwarded to the RAN.

The same implications discussed in section 7.X.1.2 apply to this approach. 

7.X.3.3 Importance identification by means of separate IP flows
Solution 26 proposes the differentiation at the Application Server of PDU Sets with different importances by establishing separate IP flows and associating different QFIs per each IP flow. The IP flows are separated by choosing different ToS, Traffic Class or Flow Label. This has no impact on PCF, SMF, UPF or RAN, but it remains to be evaluated if this approach is acceptable for the design of XR and media Applications.

7.X.3.4 PDU Set Importance and dependency identification: summary
Importance and dependency can be provided by the AS without the need of specifying and enforcing matching rules or the consequences of splitting PCC rules into several QoS flows. Usage of separate IP addresses per importance may impact the architecture of applications and does not solve the identification of dependencies.

Therefore, if progressed, the solution of sending them through N6 in-band signaling is recommended.

However, when PDU Sets are prioritized based on importance, simulations have shown that the requirements on number of satisfied users, see sction 7.2 in [X] are not met. Hence it is not beneficial to enhance QoS by importance information.

7.X.4 PDU Set Importance and dependency forwarding to the RAN
Importance and dependency information on PDU sets can be forwarded to the RAN in several ways:
1) Through in-band signaling: GTP-U extension (solution 8, 11, 12, 14, 15, 19, 22, 23, 24)
2) Separate QoS flows per PDU Set importance (solution 10, 24, 26)
3) Separate sub-QoS flows per PDU Set importance (solution 17,18)

7.X.4.1 Parameter forwarding through GTP-U extension
Using a single QoS flow for PDU Sets in a given media stream keeps the current model for bearer binding, where the QoS parameters for a new PCC rule need to be compared with the ones of existing QoS flows.

Then importance and dependency information are simply sent in-band by the UPF on per PDU Set basis. 

Parameters to be forwarded through GTP-U extension include:

· PDU Set Importance (solution 7, 14, 15, 18, 19, 22, 24): enables prioritization of PDU Sets based on application layer criteria, generally to maintain the quality of experience.
However, when PDU Sets are prioritized based on importance, simulations have shown that the requirements on number of satisfied users, see section 7.2 in [X] are not met. Hence it is not beneficial to enhance QoS by importance information.

PDU Set dependency (solution 14, 19, 22, 24): enables dropping packets of a PDU Set after a related PDU Set could not be delivered. It shall be noted though, as per response LS provided by SA4 in S2-2203658, 5GS should avoid dropping packets whenever possible.
7.X.4.2 Separate QoS flows per importance
Another approach is to separate PDU Sets with different importances into different QoS Flows (alternative 2), with the purpose of prioritizing on logical channel basis in the RAN.

The use of standalone bearers needs RAN WG input and should be a RAN decision, though it can be said that it will be more costly in terms of capacity

If the importance is the only parameter different among PDU Sets in an XRM service flow, it may not be worth to break current QoS model to convey just one parameter.

Separating packets from a single IP Flow into different QoS flows breaks the current QoS model, so possible implications in the rest of 5GS need to be further studied.
3GPP TS 23.503 specifies that each PCC rule shall be installed for a single QoS flow; QoS flow binding for a PCC rule is performed to one QoS flow only.

At QoS flow binding, the SMF associates a PCC rule to a QoS flow within a PDU Session, based on the following parameters: 5QI, ARP, QNC, Priority Level (at PDU level), Averaging window and MDBV. If a QoS flow with these same parameters exists, the PCC rule is bound to that flow. 

However, if there are multiple flows with the same set of these parameters, the SMF will not know to which flow the PCC rule should be bound to.

If binding among multiple QoS flows and multiple PCC rules is somehow solved but there are dependencies among different PDU Sets, it is the combination of the different PDU Sets that are linked through a dependency which would need to be matched for QoS binding, not just each separate QoS flow per priority.

In general, handling dependencies between PDU Sets that are in different QoS flows is more complex than handling them when PDU Sets are in the same QoS Flow, e.g. the PDU Set sequence numbering in each QoS flow may be different. It is considered error-prone, making troubleshooting very difficult, especially in a multi-vendor environment.

From an application perspective, defining multiple QoS requirements per flow (e.g. I/P/Bframe) and interdependency between them may prove too complicated for XR-application developers.

Determining RRM actions based on dependencies between PDUs associated with different QoS Flows and mapped on different radio bearers increases the complexity in RAN while lacking any evidence of benefits compared to the single QoS Flow approach.


7.X.4.2 Separate sub-QoS flows per importance

A variant of the previous method is specified in solutions 17 and 18, which uses an extended QFI to convey the priority associated to the separate QoS flows. This is a similar approach to the previous one although the separate QFIs have a structure together with a main QFI, building a XQFI. The same concerns apply.

The same problem with QoS flow binding occurs: there may be XQFIs where the main QoS parameters are the same but the ones of the sub-QFIs are different, so matching only the main QFI parameters is not enough and the combination of PDU sets with different importances is relevant for both QoS flow binding and dependency handling. The same additional complexity with regards to RAN impacts as in section 7.X.2.4.

7.X.4.3 PDU Set Importance and dependency forwarding to the RAN: summary
The implications on importance and dependency identification also affect the forwarding to the RAN.

Therefore, if progressed, the solution of forwarding them through GTP-U extensions is considered viable. The importance, dependency and additional information should be provided as direct assistance through GTP-U and not interfere with the QoS parameters, e.g. Priority Level.

7.X.5 QoS and assistance information handling
7.X.5.1 PDU Set QoS parameters and PDU Set assistance information
Several PDU Set-level QoS parameters have been proposed:

· PDU Set Delay Budget (PSDB) (solutions 8, 9, 12, 14, 25, 26): for GBR QoS Flows using the Delay-critical resource type, a PDU-Set delayed more than PSDB is counted as lost in the PSER. 
· It is used to support the configuration of scheduling and link layer functions. It allows reducing the jitter with which the complete PDU Set is delivered. In case of PDU set loss, remaining packets and dependent PDU Sets could in principle be dropped. However, applications transmitting data at a bitrate below the GBR should not experience PDU Set loss. PSDB does not apply to non-GBR or non-delay-critical resource types.
· PDU Set Error Rate (PSER) (solutions 8, 12, 25, 26): defines an upper bound for a rate of non-congestion related packet losses
· The purpose of the PSER is to allow for appropriate link layer protocol configurations
· PDU Set Maximum Size (solution 25): maximum number of bytes that can be scheduled within a certain delay budget
· PDU Set size in bytes, size of the current PDU set, dynamically sent in-band through N6 (solution 8)
· It enables NG-RAN to assess whether delivery of the PDU-Set is feasible and allows to schedule resources better than a static maximum size
· [bookmark: _Hlk110861824]Burst size (number of bytes) (solution 8), i.e. size of the ‘data burst’ that a PDU Set is a part of.
· It is beneficial for NG-RAN to be aware of the amount of data that needs to be transferred up-front as it aids the RRM and can be used to improve the capacity.
· Maximum data burst volume (solution 17): denotes the largest amount of data that the 5G-AN is required to serve within a period of 5G-AN PSDB. Applies to GBR with delay-critical resource type.
· The existing MDBV at PDU level is enough if the PDU Set Maximum size in bytes is implemented.
· Resource type (25): Non-GBR / GBR / Delay-critical GBR
· All PDU Sets for a media stream will have the same resource type, so there is no need to define this parameter at PDU Set level
· Default priority level (solution 25)
· The default priority per QoS flow is enough, not specific per PDU Set
· Averaging window (solutions 17, 25): used to calculate the GFBR and MFBR
· If no GFBR or MFBR are defined at PDU Set level, it is not needed to have a corresponding averaging window

· PDU Set Discard Time (solution 25): in an upper bound for the time that a PDU Set has been waiting for transmission at the sender of a link layer protocol ((e.g. RLC in RAN of a 3GPP access) before being discarded. Used to support the configuration of scheduling and link layer functions. PSDT is greater than PSDB.
· This is considered an error case and should be implementation dependant.
· PDU Set Content Criterion (solution 25): Whether it is useful to send the PDU Set depending on error cases: 
a) Only when all PDUs are delivered. This is equivalent to “All PDUs required indication” is set.
b) Only up to the first bit in error. It allows to discard subsequent bits. By the time the first error is encountered, the former bits are already delivered, therefore it is equivalent to “All PDUs required indication” is not set.
c) Only if X% of the bits are delivered correctly (thanks to forward error correction at application level) Extra processing time may not be worth it. It may be an implementation option when “All PDUs required indication” is not set and many errors occur
· All PDUs required indication (solutions 8, 22, 23, 25): allows to drop packets belonging to a PDU set when the PDUs in the set could not be delivered within the PSDB
· NG-RAN may decide to not deliver any remaining PDU after the first unrecoverable loss of a given PDU-Set when it is known that the PDU Set cannot be used by the application unless all PDUs in the set are delivered. When this indication is set true, NG-RAN assumes that the receiving application discards all data of a PDU Set, when it is incomplete.
· Late PDU Set delivery indication (solutions 8, 22, 24, 25): allows to forward packets belonging to a PDU set when the latency requirements cannot be met but delivery is still beneficial to the application.
· When this indication is set true, NG-RAN assumes that the receiving application still uses the data of the (late) PDU Set in some way. When this indication is set to false, NG-RAN assumes that the receiving application is discarding late PDU Sets completely. Thus, NG-RAN can stop forwarding PDUs for this PDU Set.
· PDU Set Validity Time (solutions 14, 56) indicates for each PDU set type, the maximum delay for a given PDU Set instance to be delivered to the recipient. Beyond the validity time, the PDU Set instance is not considered valid, and thus all packets of the PDU Set that were not transmitted can be discarded at the RAN. The PDU Set Validity Time defines an upper bound time limit that the combined set of packets in a PDU Set instance may be delayed between the UE and the N6 termination point at the UPF.
· A separate deadline beyond the PSDB that allows PDU Set of a specific type to be delivered passed their PSDB deadline


7.X.5.1 PDU Set QoS detection
· All PDUs in a PDU set have the same PDU Set level QoS parameters, which shall be included in the QoS profile (solutions 8, 9, 11, 12, 22).
· Matching rules select different QoS flows and the associated QFI is determined (solution 24, 26)
· Matching rules select different sub-QoS flows and associated XQFI is determined (solutions 17, 18)
· Video frames or slices are classified into PDU families with parameters to be processed by the RAN (solution 14)
· PDU Sets with different QoS are sent over different IP flows (solutions 20, 26)
QoS parameters PSDB, PSER and the PDU Set assistance information All PDUs required indication are the same for all PDU Sets in a XRM IP flow. Therefore they can be associated with a single corresponding QoS flow.

The implications of using PDU Set matching rules are covered in section 7.X.1.1.

The consequences of using different QoS flows are covered in section 7.X.4.1.

The consequences of using different sub-QoS flows are covered in section 7.X.4.2.

The implications of using different IP flows are covered in section 7.X.3.3.

7.X.5.2 PDU Set QoS forwarding

The way to convey this information to the RAN may be:

a) Use a single QoS flow and the same QoS profile for all PDU Sets in an XRM stream (solutions 8, 11, 12, 26)
Except for the importance level, the QoS requirements for the XRM service flow are consistent across the PDU Sets. Hence, an XRM service flow can be mapped into a QoS flow.

b) Forward PDU family information to be processed by the RAN (solution 14)
This has the same consequences identified in section 7.X.1.1, but it also impacts the RAN.
c) Use different QoS flows for each set of QoS parameter values (solution 24)
See section 7.X.4.1
d) Use XQFI per each sub-QoS flow to select the associated QoS profile (solutions 17, 18)
See section 7.X.4.2
e) Send QoS parameters through GTP-U signaling, which can be combined with the previous alternatives (Late delivery in solutions 8, 22, 24, 25; Burst size in solution 8)
f) PDU Sets with different QoS are sent over different IP flows (solutions 20, 26)
See section 7.X.3.3
7.X.5.3 QoS handling: summary
The following QoS parameters and assistance information are considered beneficial to support XRM:

· PDU Set Delay Budget (PSDB) (solutions 8, 9, 12, 14, 25, 26)
· PDU Set Error Rate (PSER) (solutions 8, 12, 25, 26)
· All PDUs required indication (solutions 8, 22, 23, 25)
· Late PDU Set delivery indication (solutions 8, 22, 24, 25)
· PDU Set size in bytes (solution 8)
· Burst size in bytes (solution 8)
The PDU Set QoS should be determined by the QoS profile associated to a single QoS flow, where all PDU Set level QoS parameter values shall be the same. Parameters to be included in the QoS profile are PSDB and PSER.

All PDUs required indication is considered to be a PDU Set assistance information aiding in efficient resource usage and be provided associated with a QoS Flow in NGAP but separately from the QoS profile.

Late PDU Set delivery indication is considered to be a PDU Set assistance information improving the QoE and be provided separately from the QoS profile.

Late PDU Set delivery indication, PDU Set size and Burst size are dynamic parameters for each PDU Set, which need to be signaled in-band by the AS and forwarded as GTP-U extension to the RAN.



* Next changes all new* 
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Editor's note:	This clause will list conclusions that have been agreed during the course of the study item activities.
8.X KI #4: PDU Set integrated packet handling
PDU Set identification based on parameters that are directly provided through N6 in-band signaling by the AS is recommended.
Both RTP extension header and MASQUE variants are recommended solutions for communicating those parameters.
Parameters that can be used for PDU Set identification are: 
· PDU Set sequence number
· PDU Set size in bytes
· PDU Set size in number of PDUs
· PDU sequence number
8.Y KI #5: Differentiated PDU Set Handling
The solution where the AS provides importance and dependency information (if progressed) to the UPF through in-band signaling is recommended. It does not interfere with the QoS parameters, e.g. Priority Level.

The PDU Set QoS should be determined by the QoS profile associated to a single QoS flow, where all PDU Set level QoS parameter values shall be the same.

The following QoS parameters and assistance information are recommended:

· PDU Set Delay Budget (PSDB) (solutions 8, 9, 12, 14, 25, 26)
· PDU Set Error Rate (PSER) (solutions 8, 12, 25, 26)
· All PDUs required indication (solutions 8, 22, 23, 25)
· Late PDU Set delivery indication (solutions 8, 22, 24, 25)
· PDU Set size in bytes (solution 8)
· Burst size in bytes (solution 8)
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