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Abstract of the contribution: This paper proposes an evaluation and a conclusion of Key Issue #6.
Discussion
There are 7 solutions in TR 23.700 v0.3.0 addressing key issue #6. These are: Solution #7, #8, #9, #10, #17, #25, #38, and #39. In this contribution an evaluation of these solutions is proposed. The aims and aspects of key issue #6 are as follows:
This key issue aims to study whether the existing mechanisms for overload control in the network can support all the requirements in clause 6.41 of TS 22.261 [2] "Providing Access to Local Services" and whether any enhancements or additional mechanisms need to be defined. The following aspects will be considered:
-	How to mitigate user plane and control plane overload caused by a high number of UEs returning from a temporary local access of a hosting network to their home network in a very short period of time.
-	How to minimize the impact on the UE's communication e.g. to prevent user plane and control plane outages when returning to a home network together with other high number of UEs in a very short period of time, after terminating their temporary local access to a hosting network.
NOTE:	The solution for this KI may need to consider mechanism developed for KI#5 "Enabling access to localized services via a specific hosting network".
The solutions can be divided in two groups, one including "Pro-active solutions" (Sol #9, #10, #25, #38) and one including "Reactive solutions" (Sol #8, #17, #39).
The "Pro-active solutions" (Sol #9, #10, #25, #38) are based on spreading time-to-return, determined by local hosting NW (Sol #9, 38) or serving/home NW (Sol#10, #25).
The "Reactive solutions" (Sol #8, #17, #39) have in common that they with some variation use methods described in TS 23.501 clause 5.19, most commonly NAS level congestion control, by means of which the AMF in the home network when needed rejects re-registration attempt and in the response includes a Back-off timer.
Any delay in return will delay the users getting home network/service access also when there is no high load or congestion in the home network. Also, the load status in the network that the UEs will return to is not known by the network setting the time-to-return or at the point when the time-to-return is set. 
A network under high load or congestion will apply any available means for Control Plane Load Control, Congestion and Overload Control in a way such that the network can serve as many users as possible.
Proposal
Add the following evaluation and conclusion to TR 23.700-08.

*** BEGIN CHANGES ***
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Editor's note:	This clause provides an evaluation of the solutions.
7.6	Key Issue#6: Support for returning to home network
Key issue #6 is addressed by the following solutions:
-	Solution #7: High level flow for localized service support
-	Solution #8: Reuse existing mechanisms for Control Plane Load Control, Congestion and Overload Control
-	Solution #9: Prevention of overload build up at home network using AMF based congestion control when local service is over
-	Solution #10: Solution for discovery and selection of NPN hosting network and localized services
-	Solution #17: UE Group specific NAS level congestion control
-	Solution #25: Temporary network reselection for localized service support 
-	Solution #38: Sequential deregistration by hosting network
-	Solution #39: Local hosting network specific back-off timer
Solution #7 is an umbrella solution. It shows KI#6 in context with other KIs. It does not propose any details on how to mitigate signaling overload.
Solution #8 proposes that existing mechanisms be reused:
-	3GPP TS 23.501 clause 5.19 Control Plane Load Control, Congestion and Overload Control
-	3GPP TS 29.500 clause 6.3 Load Control
-	3GPP TS 29.500 clause 6.4 Overload Control
In Solution #9, when the UE registers with the local hosting network, AMF in the local hosting network sets two “Network availability timers” – one for CM-Idle, and one for CM-Connected. The CM-Idle timer is shorter than the CM-connected timer, and both timers are shorter than the time left of the localized service when the timers are set. The purpose with the two timers is to initiate deregistration of the UE from the local hosting network when UE is in CM-Idle if possible. 
AMF may send the timer values in the Registration-accept message to UE. In that case the UE sets the same timers as the AMF. The UE is deregistered, explicitly or implicitly:
-	when the CM-Idle timer expires while the UE is in CM-Idle state;
-	when the UE goes into CM-Idle state after CM-Idle timer has expired; or
-	when CM-connected timer expires while the UE is in CM-connected state.
Timer values are randomized near the end of the localized services, to spread the time for return and thus reduce the signaling load in the home/serving network.
Solution #10, which addresses KI#4 and KI#6, proposes a prioritized list of SNPNs for localized services, including:
-	Identification of SNPN and service
-	Validity info: Validity time period, and location (e.g. TAI list)
When the conditions for using localized services are no longer met:
-	Option 1: The CH or HPLMN (depending on case) configures UEs with slightly different end time to the validity time period.
-	Option 2: The UE applies a random delay before returning to home network.
In Solution #17 an Internal-Group Identifier is used to apply UE group-specific NAS level congestion control when the UE return and attempt re-registration. The Internal-Group Identifier "can be specific to each local hosting network and/or service".
Solution #25 addresses KI#4 and KI#6. It proposes that overload of the home network when UE leaves the hosting network can be avoided by letting the UDM/SOR-AF apply an offset to the authorized star/stop time in the authorized TNR sent to UE.
In Solution #38 the AMF in the local hosting network is configured with "maximum number of returning UEs for the given units of time for each of home network, e.g. 10 UEs per second for PLMN A". When the localized services are over, the AMF in the local hosting network triggers deregistration, keeping rate below "maximum number of returning UEs for the given units of time” for each home network. Enforcement of max deregistration rate is implementation specific. "The AMF can also take into account UE-initiated deregistered UEs when the AMF enforces maximum number of returning UE."
Solution #39 proposes a new registration type or indicator used by the UE when it attempts re-registration with the home network. The AMF in the home network keeps Back-off timer(s) specific to Local hosting network(s). When there is a congestion and the AMF in the home network needs to reject some of the re-registration attempts, it includes the Back-off timer in the reject message.
The solutions can be divided in two groups, one including "Pro-active solutions" (Sol #9, #10, #25, #38) and one including "Reactive solutions" (Sol #8, #17, #39).
The "Pro-active solutions" (Sol #9, #10, #25, #38) are based on spreading time-to-return, determined by the local hosting NW (Sol #9, 38) or the serving/home NW (Sol#10, #25).
The "Reactive solutions" (Sol #8, #17, #39) have in common that they with some variation use methods described in TS 23.501 clause 5.19, most commonly NAS level congestion control, by means of which the AMF in the home network when needed rejects re-registration attempt and in the response includes a Back-off timer.
Any delay in return will delay the users getting home network/service access, even when there is no high load or congestion in the home network. Also, the load status in the network that the UEs will return to and how much delay is needed to mitigate the high load is not known by the network setting the time-to-return or at the point when the time-to-return is set. 
A network under high load or congestion will apply any available means for Control Plane Load Control, Congestion and Overload Control in a way such that the network can serve as many users as possible.

*** NEXT CHANGES ***
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Editor's note:	This clause will capture conclusions from the study.
8.6	Key Issue #6: Support for returning to home network
The following conclusions apply for KI#6:
-	existing mechanisms for Control Plane Load Control, Congestion and Overload Control described in 3GPP TS 23.501 [3] clause 5.19 can be re-used;
-	spreading of return-time from the local hosting network can be done on implementation-specific basis, without need for additional normative work;
-	spreading of back-off timer values in rejection response messages from the AMF in the home/serving network can be done on implementation-specific basis, without need for additional normative work;
-	hence, no additional normative work for KI#6 is necessary.
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