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Abstract: An evaluation and interim conclusions for KI#6 are proposed. 	
1. Discussion
[bookmark: _Toc519004414]This contribution provides an evaluation of the solutions that discusses whether any enhancement to support performance KPIs defined in clause 7.10 of TS 22.261 is needed, whether new QoS parameters needs to be defined and how to monitor these performance KPIs.
It is related to the KI #6 description that states that “In order to conclude whether the 5G system meets QoS performance requirements as specified in clause 7.10 of TS 22.261 [2], this study needs to determine whether any additional QoS and/or policy enhancements to the 5G system are required”.
For the evaluation the following criteria is used:
· Whether a solution addresses the KI description, what aspects if not all.
· Impacts in the system, NF and NF services impacted, procedure impacted.
· Completeness of the solution, whether open issues are identified or Editor´s Note are listed.
For the conclusions the principles listed in “FS_AIMLsys Moderated Discussions on KI#6 Architecture Principles” are listed.
Principle 1: New QoS parameters AI/ML-enabled application
Principle 2: Enhance Northbound APIs and procedure for QoS Provisioning: 
Principle 3: QoS monitoring

[bookmark: _Toc517082226]	* * * * 1st change (all new text)* * * *
[bookmark: _Toc104816941]7	Evaluation
7.X	Key Issue #6: QoS and Policy enhancements
This Evaluation is related to the following requirements described in KI#6: “In order to conclude whether the 5G system meets QoS performance requirements as specified in clause 7.10 of TS 22.261 [2], this study needs to determine whether any additional QoS and/or policy enhancements to the 5G system are required”.
The criteria for evaluation of solutions is as follows:
· Whether a solution addresses the KI description, what aspects if not all.
· Impacts in the system, NF and NF services impacted, procedure impacted.
· Completeness of the solution, whether open issues are identified or Editor´s Note are listed.
7.X.1	Monitoring performance requirements 
Table 7.x.1 lists solutions that addresses how to map performance KPIs into 5GS QoS parameters and the procedure to perform QoS Monitoring for the UE to AI/ML application traffic to perform both the AI/ML split, AI/ML download and federated learning as defined in KI#6. 
Table 7.x.1-1: Mapping performance KPIs into QoS parameters. Procedure for Monitoring QoS parameters
	Solution
	Covers KI requirements
	Impacts on NFs
	Completeness
	Open issues/Editor´s Note (NOTE 1)

	#1
	Covers Delay and Analytics and procedure
	Not described yet.
	Not complete yet.
How the AI/ML server uses analytics is not described.
	Whether and how usage report of inactivity time are exposed.

	#7
	Covers Delay and Bitrate and procedure 
	Impacts Nnef_AFSessiowithQoS (QoS reference is mandatory) and Npcf_SMPolicyControl 
Impacts RAN, SMF, UPF, PCF, NEF and AF
	Not complete yet.
Unclear how the AF request QoS Monitoring, given that the QoS reference is mandatory parameter in Nnef_AFSessionwithQoS and the QoS parameters in the PCC rule are mandatory.
	How to request QoS monitoring only without requesting QoS is performed in not defined.
Whether RAN reports UL/DL measurements and how.

	#15
(NOTE 2)
	Covers Delay, Bitrate and Reliability. Covers the procedure.
	Impacts UE, UPF, SMF, AF.
Defines a new NF to monitor and do analytics.
Defines new services and service operations for PMF monitoring.

	Not complete yet.
New services are not described.
Whether and how to map PMF parameters on PLR and RTT into Delay and reliability is not described.
	Editor's note: Whether and how to support new UE measurement should coordinate with RAN group.
Editor's note:	How to support the co-existence of ATSSS and AIMLsys with PMF needs further clarification.
Open issue how a new NF performing analytics is needed as overlaps with NWDAF.

	#40
(NOTE 2)
	Covers the Procedure for QoS Monitoring
	Defines a new NF.
Impacts are not described yet.
	Not complete yet.
New services are not described.
	QoS Monitoring is activated using PCC Rules that are provided by the PCF to SMF. Whether a new NF can also activate QoS Monitoring needs to be discussed.

	#42
(NOTE 2)
	Covers latency, packet loss rate, bandwidth.
Procedure for QoS Monitoring
	Reuses existing QoS Monitoring procedure as part of AF request for requires QoS.
	The AIML group performance information is defined, including includes Min/Max latency, Min/Max packet loss rate in UL/DL, Duration for the requested QoS, Minimum number of UEs, Max Requested bandwidth DL/UL included in the AIML group information.
	Editor's note:	It is FFS whether additional parameters are sent from AF as AIML group performance information.
How to monitor other parameter than latency is not described.


	NOTE 1: The evaluation needs updates when the Editor´s Note or open issues are resolved.
NOTE 2: These solutions need to be considered to address KI#7 on performance monitoring for a UE or a group of UEs.



Based on the solutions above, it can be stated that the AI/ML application request to monitor the latency provides the Requested 5GS Delay for the AI/ML application traffic in the procedure for Setting up an AF session with required QoS procedure as well as the subscription for QoS Monitoring. This follows the existing procedure for Setting up (or Update) an AF session with required QoS procedure.
Monitoring other QoS parameters such as packet loss rate or bandwidth is not described to a level that can be evaluated yet.
Some solutions reuse AF session with required QoS to request and monitor QoS for AI/ML services, there are two solutions that define a new NF to request QoS monitoring, it is unclear whether the existing AF session with required QoS cannot be used, so far not considered but needs further discussion. 
Based on the above, the proposal is that the monitoring and reporting resource utilization is performed for those performance KPIs described in clause 7.10 of TS 22.261, those are Max. allowed UL/DL end to end latency into 5GS Requested latency then provided in the AF request for QoS procedures.
7.X.2	Monitoring Group-MBR 
There are 2 solutions that proposes that the MNO checks the SLA with the AI/ML application for FL traffic, this does not map to any KI#6 requirements listed in this KI. It may also be discussed if it fits KI#7 that request to monitor and expose a UE or a group of UEs performance (e.g., aggregated QoS parameters) as described in TS 22.261 [2] related to FL operations. However, solutions for KI#7 are rather focused to report e.g., QoS parameters monitored for each of the members of the list of candidate UEs rather than monitoring an SLA.
 Table 7.x.1-1: Monitoring Group-MBR
	Solution
	Covers KI requirements
	Problem addressed
	Impacts on NFs
	Completeness
	Open issues/Editor´s Note

	#16
	None identified.

	There should be SLA between the MNO and ASP to agree on the allowance of the maximum throughput that can be consumed between the end points (i.e. the group of UEs and the AS) of the given FL operation.
	Impacted NFs and services are “To be defined”, i.e. not described yet-
	Some Editor´s Note exist. Including whether the UPF measures and aggregates MBR or SMF does it and how to do it.
	Editor's note:	Whether to extend PSA UPF or SMF to measure the aggregate bit rate among the target QoS flows and/or compare it against Group-MBR and notify it to the proper NF (e.g., SMF or NEF) is FFS.

	#37
	None identified
	Same as solution#16
	Impacts NEF, PCF, SMF and UPF. 
	Some Editor´s Note exists including whether the MBR monitoring can be performed using existing network slice related policy control
	Editor's note:	Further evaluation if the existing MBR monitoring in network slicing can be reused efficiently with some minor updates to support this Application AI/ML MBR monitoring.
Editor's note:	Further discussion if the Application AI/ML Group-MBR monitoring requires more time critical performance.
Editor's note:	Whether QoS actions such as gating is needed to be performed by AF or by PCF is FFS.



Based on the above, there are no requirements to monitor MBR for a group of UEs, this is an SLA that can be monitored using OAM. Alternatively, it can be considered to monitor SLA parameters using a similar solution as discussed for network slice related policy control that monitor aggregated bit rate in a network slice.

7.X.3	Reporting predictions of changing network conditions in a timely manner to the 3rd party AI/ML application
Table 7.x.3 lists solutions that addresses how report Reporting predictions of changing network conditions in a timely manner to the 3rd party AI/ML application, both uses Analytics.
Table 7.x.1-1: Mapping performance KPIs into QoS parameters. Procedure for Monitoring QoS parameters
	Solution
	Covers TR/TS requirements
	Impacts on NFs
	Completeness
	Open issues/Editor´s Note

	#1
	Reporting predictions of changing network conditions
	Not listed yet
	Proposes to expose Analytics on e.g. DN performance, UE communication, QoS sustainability.
QoS Sustainability exposes predictions on bitrate per 5QI that can be used for the AI/ML server to know an average expected bitrate for the AI/ML application traffic when a UE is that cell and the DN performance provides bit rate, latency and reliability although it will be specific for Edge computing AI/ML applications.
	No Editor´s Note listed. 


	#26
	Reporting predictions of changing network conditions
	States that there are no impacts
	Proposes that the AI/ML application request determines the list of UEs for the FL operation based on the predictions on whether there will available QoS for the candidate list of UEs, however the NWDAF does not provide Network performance information on QoS level so far.
	No Editor´s Note listed. 
How the PCF can estimate that QoS resources will be allocated or not at the time of the AI/ML operation is an open issue.



Based on the above, the proposal is that Analytics ID(s) on both the UE communication and QoS Sustainability are used to predict the location of the UE when the UE to AI/ML communication is performed, and the QoS Sustainability indicate changes on the QoS related to this 5QI.
7.X.4	Other topics 
Solution#38 proposes to reuse the FL assistance function (i.e., new NF) defined in solution #23 then the FL reserves resources for a prescribed period for a list of candidate UEs, the FL assistance function communicates the list of candidate UEs to the AF. The FL assistance function communicates the time period to RAN at the time the request for QoS resources is sent. 
Contacting RAN to provide a time window for the QoS Flow to be terminated is not needed if the existing installation and removal of PCC Rules can be done taking the time window into account.

[bookmark: _Toc104816942]8	Conclusions
8.X	Key Issue #6: QoS and Policy enhancements
These are conclusions for QoS and Policy enhancements for AI/ML operations between a UE and the AI/ML application. For performance/monitoring on a group of UE, see conclusions of KI#7.
Principle 1: Whether and how any new QoS parameters are needed for AI/ML-enabled application.
· The AI/ML application requests “Setting up an AF session with required QoS procedure” including the Requested 5GS Delay for the AI/ML application traffic. This follows the existing procedure for Setting up (or Update) an AF session with required QoS procedure.
Principle 2: Whether and how to enhance Northbound APIs and procedure for QoS Provisioning.
· The AI/ML application requests “Setting up an AF session with required QoS procedure” and Nnef_AFrequestforQoS and Npcf_PolicyAuthorization API are extended to include the time window for the QoS Request.
Principle 3: How to perform monitoring of requested QoS for an AI/ML-enabled applications.
· The AI/ML application request to monitor the latency provides the Requested 5GS Delay for the AI/ML application traffic including the Requested 5GS Delay in the procedure for Setting up an AF session with required QoS procedure including the subscription for QoS Monitoring. This follows the existing procedure for Setting up (or Update) an AF session with required QoS procedure.
· For Monitoring and reporting resource utilization of the UE to the AI/ML application communication, the existing QoS Monitoring for URLLC communication can be used to monitor the packet delay between UE and PSA UPF, while how to monitor the packet delay between PSA UPF and the DN to communication with the AI/ML application is out of the scope.
· For reporting predictions of changing network conditions (i.e. bitrate, latency and reliability) in a timely manner to the 3rd party AI/ML application exposure of Analytics ID on UE communication and QoS sustainability are used to predict average bit rates for the 5QI used for the UE to AI/ML communication. In addition, Analytics ID on DN performance provides bit rate, latency and reliability for Edge computing AI/ML applications traffic.
NOTE: Conclusions on Principle 2 depends on the conclusions for Principle 1.
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