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Abstract: This paper proposes Evaluation/Conclusion for KI#8.
1. Introduction/Discussion
This proposal proposes the evaluation and conclusion for KI#8.
2. Text Proposal
It is proposed to capture the following changes in TR 23.700-81.
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7.8	Key Issue #8: Supporting Federated Learning in 5GC
Table7.8-1: Solution evaluation for KI #8
	Solution
	Common Idea
	Main Impacts
	Differences

	#21 Federated Learning procedure between different NWDAFs
#22 Federated learning group creation
#23 Support of federated learning for model training
#24 Horizontal Federated Learning among Multiple NWDAFs
#53 Horizontal Federated Learning with Multiple NWDAF
	- FL Consumer selects Server NWDAF from NRF when the FL operation is triggered by request from FL Consumer 
- Server NWDAF selects Client NWDAFs from NRF when it determines FL operation is required
- Client NWDAFs perform local training and Server NWDAF performs model aggregation based on the interim models trained from Client NWDAFs
	- Support to register FL related information of Server NWDAFs and Client NWDAFs to NRF
- Support FL aggregation capability in Server NWDAF, and FL participation capability in Client NWDAFs
-Support to the interaction between Server NWDAF and Client NWDAFs
	- In Sol #21, Client NWDAFs get user consent from UDM before collecting UE related parameters
- Sol #22 only defines the FL participants (Server NWDAF and Client NWDAF) selection procedure, but not the FL training procedure
- In Sol #23, Server NWDAF selects Client NWDAFs based on the training data, i.e., Event ID, required to train the ML model
- In Sol #24, Server NWDAF updates the training status to FL Consumer, and FL Consumer determines to continue or terminate the training process
- Sol #53 proposes a solution in the scenario where FL Consumer first selects a Server NWDAF without FL aggregation capability. In this case, the first Server NWDAF selects another Server NWDAF with FL aggregation capability from NRF and is kicked off from FL procedure

	#51 Selection, Monitoring, and Maintenance of NWDAF(s) for Federated Learning in 5GC
	- Server NWDAF selects Client NWDAFs from NRF and Client NWDAFs decide to join or not
- Server NWDAF performs Client NWDAF Re-selection when needed 
- New Client NWDAFs join FL operation in execution phase, triggered by new Client NWDAFs or Server NWDAF
	- Support to register FL related information of Server NWDAFs and Client NWDAFs to NRF
- Support Server NWDAF to monitor status of Client NWDAFs
- Support Client NWDAFs to inform to Server NWDAF

	N/A

	#52 FL training update to NWDAF containing AnLF from NWDAF containing MTLF
	- Server NWDAF notifies FL Consumer of the Training Accuracy Metric
- Server NWDAF provided re-trained ML model based on the Base Accuracy Metric evaluated by FL Consumer in real application.
	- Support Server NWDAF to get the Training Accuracy Metric
- Support FL Consumer to get the Base Accuracy Metric 

	N/A



Based on the above analysis, we get the following observations:
Observation 1: Sever NWDAF and Client NWDAF registers to NRF with their FL related information, e.g., Analytics ID, ML Filter Information, FL Capability.
Observation 2: FL Consumer or local configuration in Server NWDAF triggers FL operation, and Server NWDAF selects Client NWDAFs from NRF.
Observation 3: Server NWDAF performs model aggregation and Client NWDAFs perform local training. Server NWDAF exchanges FL training related information with Client NWDAFs, e.g., interim model, initial model configuration.
Observation 4: For most solutions, model sharing between NWDAF instances is a prerequisite for FL operation. And it is a general issue studied in KI #5.
Observation 5: There are solutions that propose to improve the FL model by providing FL Consumer’s feedback (e.g., model accuracy in real application) to NWDAF Server. And this issue is related to KI #1.
Observation 6: There are solutions that propose the dynamic procedure which enables NWDAF Clients to join or quit the FL operation in execution phase.
Observation 7: 6 out of 7 solutions focus on horizontal FL.
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Editor's note:	This clause will list conclusions that have been agreed during the course of the study item activities.
8.8	Key Issue #8: Supporting Federated Learning in 5GC
In conclusion, KI #8 proposes the following principles:
Principle 1: NWDAF containing MTLF as FL server or FL clients register to NRF with their FL related information, including Analytics ID(s), Address information, FL capability Type (i.e., FL server or FL clients) etc.
Principle 2: NWDAF containing MTLF determines ML model requires FL based on Analytic ID, Service Area/DNAI or data not available directly from data producer NF (e.g. due to privacy reasons).
Principle 3: If NWDAF containing MTLF as FL sever determines ML model requires FL, the FL Server discovers and selects FL Client from NRF. The following criteria are used for discovering a FL Client:
-	Analytic ID of the ML model required
- 	FL client capability
-	Service Area
-	Data available by the FL Client.
- 	Time Period of Interest.
Principle 4: If NWDAF containing MTLF without FL server capability determines ML model requires FL, the MTLF discovers and selects FL sever from NRF. The following criteria are used for discovering a FL server
- 	Analytic ID of the ML model required
-  Model filter information as defined in TS 23.288
- 	FL sever capability
-	If FL server is currently doing a FL for the Analytics ID
- 	Time Period of Interest.
Principle 5: NWDAF containing MTLF as FL server may determine the final list of NWDAF containing MTLF as FL clients via initial FL request to FL clients to determine the availability and compatibility of the FL clients.
Principle 6: NWDAF containing MTLF as FL Server exchanges FL training related information with NWDAF containing MTLF as FL Client. The FL Server provides to the FL client the initial ML model information to train the local ML Model. Regarding the details information that FL server provides to the FL client, the conclusion should be aligned with KI #5, when it comes to the model sharing and interoperability between FL server and FL clients.
Editor’s Note: The ML model information provided from the FL Server to the FL client is for FFS.
Principle 7: The services to enable the FL based ML model training should be generic enough for all ML model training mechanisms which require service provider trains the ML model provided by the service consumer.
NOTE:	In this release of the specification, the service provider and consumer are limited to NWDAF containing MTLF.  
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