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Abstract of the contribution: 
1 Discussion
This pCR provides the overall evaluation for the solutions addressing key issue #5.
KI#5 studies the following: 
In Rel-18, the following aspects are to be studied to enhance trained ML Model sharing between NWDAFs from different vendors:How to discover and select a NWDAF containing MTLF even from different vendors which can provide interoperable trained ML model(s), and how to retrieve interoperable trained ML model(s) from it, by a NWDAF containing AnLF.

	

Solution 15 proposes MTLF includes the support of interoperable indicator in the NF profile for the NRF registration, and the consumer (AnLF) discovery and select the MTLF that interoperability for an analytic ID where the Interoperability indicator encodes 3gpp specific vendor ID. The solution is based on the assumption that based on the business logic of the MTLF, the MTLF will determine whether to expose the certain ML models to another provider's AnLF or not.
Solution 13 proposes that during the NF profile registration with NRF, an MTLF include ML model file serialization format supported in the ML model filter information for the trained ML model per Analytics ID(s).An NWDAF (AnLF) may include in the request ML model file serialization format supported per Analytics ID(s) during discovery procedure, upon which the NRF returns one or more candidate for instances of NWDAF containing MTLF with the ML model file serialization format supported for the trained ML model per Analytics ID (s) as indicated by the NWDAF (AnLF).
Solution 14 proposes that during the NF profile registration with NRF, an MTLF include Supported ML Model Format Information (this information is similar to ML model serialization format proposed in Solution 13), Supported AI Framework Information (indicates which AI Framework (e.g. Tensor Flow, Pythorch, Caffe) is used to train the ML Model.
Solution 47 is based on the pre-condition to share models between NWDAFs is that business aspects are in place and interoperability tests are done. Based on the pre-condition, an Interoperable Token is known by both NWDAF containing MTLF and NWDAF containing AnLF. The NWDAF containing MTLF can register into NRF the Interoperable Token. This Interoperable Token is then used when another NWDAF as ML model consumer discovers an appropriate NWDAF containing MTLF to subscribe ML Models from.
	Whether and what new functionality / function(s) is needed for support of trained ML model interoperability?




Based on the solutions documented in the TR, no new functionality is necessary.
What additional information should be exchanged between the NWDAF containing MTLF and the NWDAF containing AnLF, for support of trained ML model interoperability.



Interoperability indicator (Solution 15) in Nnwdaf_MLModelInfo_Request , 
ML model file serialization format supported in the ML model filter information (Solution 13)/ Supported ML Model Format Information (Solution 14) in Nnrf_NFManagement_NFRegister request, Nnwdaf_MLModelProvision_Subscribe /Request,
Supported AI Framework Information (Solution 14) in Nnrf_NFManagement_NFRegister request, Nnwdaf_MLModelProvision_Subscribe /Request
Interoperable Token (Solution 47) in Nnwdaf_MLModelProvision_Subscribe/Request.
Whether and how to define common characteristics for trained ML models from different vendors?



The common characteristics to enable trained ML model sharing between different vendors includes 
a) Interoperability indicator (Solution 15), 
b) ML model filter information i.e., ML model file format supported including serialization file formats (Solution 13 and 14), Supported AI Framework Information (Solution 14) . 
Both a) and b) parameters are complementary to each other. The interoperable indicator allows the MTLF to determine whether to expose the certain ML models to another provider's AnLF or not, and then if allowed select the model. For a selected trained ML model, the ML model filter information (ML model file format and AI Framework Information) indicates the ML environment the ML model is trained in and associated output file format.
2 Proposal
[bookmark: _Hlk513714389][bookmark: _Hlk93055440]It is proposed to update TR 23.700-81 as follows.

Start of change
[bookmark: _Toc32405][bookmark: _Toc104433437][bookmark: _Toc104467554][bookmark: _Toc104467889][bookmark: _Toc104829277]7	Overall Evaluation
Editor's note:	This clause will provide evaluation of different solutions.
7.X KI#5: Enhance trained ML model sharing
Solution 15 proposes that the MTLF includes the support of interoperable indicator in the NF profile for the NRF registration, and the consumer (AnLF) discovers and select the MTLF for an analytic ID based on the Interoperability indicator that may be encoded as 3gpp specific vendor ID. The solution is based on the assumption that based on the business logic of the MTLF, the MTLF will determine whether to expose the certain ML models to another provider's AnLF or not.
Solution 13 proposes that during the NF profile registration with NRF, an MTLF include ML model file serialization format supported in the ML model filter information for the trained ML model per Analytics ID(s).An NWDAF (AnLF) may include in the request ML model file serialization format supported per Analytics ID(s) during discovery procedure, upon which the NRF returns one or more candidate for instances of NWDAF containing MTLF with the ML model file serialization format supported for the trained ML model per Analytics ID (s) as indicated by the NWDAF (AnLF).
Solution 14 proposes that during the NF profile registration with NRF, an MTLF include Supported ML Model Format Information, Supported AI Framework Information (indicates which AI Framework) is used to train the ML Model.
Solution 47 is based on the pre-condition to share models between NWDAFs is that business aspects are in place and interoperability tests are done. Based on the pre-condition, an Interoperable Token is known by both NWDAF containing MTLF and NWDAF containing AnLF. The NWDAF containing MTLF can register into NRF the Interoperable Token. This Interoperable Token is then used when another NWDAF as ML model consumer discovers an appropriate NWDAF containing MTLF to subscribe ML Models from.
The common characteristics to enable trained ML model sharing between different vendors includes 
a) Interoperability indicator (Solution 15), 
b) Interoperable Token (Solution 47)
c) ML model filter information i.e., ML model file format supported including serialization file formats (Solution 13 and 14), Supported AI Framework Information (Solution 14)
Both a) and c) parameters are complementary to each other. The interoperable indicator allows the MTLF to determine whether to expose the certain ML models to another provider's AnLF or not, and then if allowed select the model. For a selected trained ML model, the ML model filter information (ML model file format and AI Framework information) indicates the ML environment the ML model is trained in and associated output file format.
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