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Abstract of the contribution: This pCR evaluates solutions for KI#1 and proposes interim conclusion(s). 
1. Discussions
In TR 23.700-81 v0.3.0, there are following solutions addressing the issue for KI#1:  

· Category A (Performance Monitoring/Re-training): Sol#3, 4, 5, 6, 7, 28, 29, 32,
· Category B (Miscellaneous): Sol#1, 3, 30, 31, 33, 35, 36
Two major comments received in July 29th Conf call in next few slides:

· Comments from Huawei: 
· Huawei asks in the first principle why the second part is FFS? and proposes to have some small group discussions regarding categories. 
· Response from vivo: 
· Model performance are composed of a) ML model performance itself and b) 5GC performance improvement by consuming analytics. 
· Regarding a) ML model performance, it is the basic one for Model performance as analytics is generated based on trained ML model
· However, regarding b) 5GC performance improvement by consuming analytics, it is not easy to measure how much consuming analytics contributes to 5GC performance improvement as many factors have impact on 5GC performance improvement
· Therefore, due to limited time in R18, prefer to conclude bullet a) first and then try to conclude bullet b) if time permits
· Comments from Nokia: 
· AnLF is a light-weight entity and Nokia concerned AnLF calculating ML Model performance may have a heavy burden on AnLF and prefer to keep Principle 2 open at the moment.
· Response from vivo: 
· Since it is the AnLF who consumes model and generates analytics per AOI in live network, it looks reasonable that it should be AnLF to do this work based on its own performance requirement.
· Calculating ML Model performance does not require much resource compared to Model training and furthermore the number of AnLF performing inference requested by AnLF is limited and not quite a few 
· In case of AnLF with heavy burden, AnLF can decided to pause or stop ML Model performance calculating and turn it on in case of light burden.  
Please refer to the DP S2-2206411 for detailed evaluation and interim conclusion(s).
2. Proposal
It proposes to add the following changes to TR 23.700-81.
* * * * * First Changes * * * * *    

7
Overall Evaluation

Editor's note:
This clause will provide evaluation of different solutions.
7.X
Key Issue #1: How to improve correctness of NWDAF analytics
The following table gives a summary for the current solutions for KI#1:
Table 7.x-1: Solutions evaluation for KI #1 (Category A: Performance Monitoring/Re-training)
	Sol Num.
	Performance monitor& Calculator
	Performance KPI
	Trigger condition 
	Consumer’s action after Model degradation
	MTLF’s action after Model degradation 
	AnLF’s action after Model degradation 

	Sol#3, 5A, 6, 7, 28, 29 and 32
	AnLF
	Accuracy/MAE, etc.
	AnLF local configuration or reporting threshold from MTLF is reached
	Discard analytics based on AnLF’s notification
	Retrains Model based on AnLF’s performance reporting 
	Reports performance to MTLF, and optionally reports collected data to MTLF for model retraining (Sol#3,6)

	Sol#4, 5B and 5C
	MTLF
	Accuracy
	NW status changes detected by MTLF or action execution reported to MTLF from consumer
	Discard analytics provided by AnLF 
	Retrains Model, and notifies to AnLF model drifting (Sol#4)
	Notifies to consumer to stop analytics subscription (Sol#4)


Observations can be derived from the above evaluation table:

· Observation 1: 

· Most solutions focus on evaluating model performance by comparing predictions with the ground truth while a few solutions additionally propose to evaluate  model performance considering 5GC performance improvement by consuming analytics

· The former looks promising to get concluded in R18 while it is not easy to measure how much consuming analytics contributes to 5GC performance improvement as many factors have impact on 5GC performance improvement

· Observation 2: 

· Quite a few solutions propose to use AnLF to calculate the analytics performance instead of MTLF. Since it is the AnLF who consumes model and generates analytics in live network, it looks reasonable that it should be AnLF to do this work based on its own performance requirement

· Observation 3: 

· Accuracy and MAE of model are two KPI parameters relatively clear at present

· Observation 4: 

· Upon detecting analytics correctness or model performance is low or degraded, MTLF re-train ML model and AnLF report the Model performance data to MTLF and  stop the analytics subscription and NF consumer discard the analytics provide by AnLF.
Table 7.x-2: Solutions evaluation for KI #1 (Category B: Miscellaneous)
	Sol Num.
	Solution Summary 

	Sol#1
	· AnLF obtains multiple models per analytics ID from MTLF

· AnLF decides to use which model(s) based on internal logic 

	Sol#2
	· For Service Experience Information of a group UEs, the AF enhanced to provide a "Service Experience Contribution Weight" with each UE's Service Experience value to NWDAF
· The "Service Experience Contribution Weight" is to indicate the relative importance of each UE's Service Experience
· The NWDAF can then use this information to derive more accurate predictions and confidence values

	Sol#30
	· Based on model analytics correction evaluation, MTLF retrains and stores the most matched ML model per model usage scope (e.g. AOI, DNN, S-NSSSAI and target UE(s) )

	Sol#31
	· NWDAF provides multiple analytics outputs with each probability in confidence field
· Analytics consumer NF decides an action based on multiple NWDAF analytics outputs

	Sol#33 
	· NF consumers provide requirement on correction information in subscription to NWDAF, including Correction time period, correction threshold and Preferred correction information form;
· NWDAF maintains provided analytics and provides correction information for the latest provided analytics to the consumer.

	Sol#35
	· AOI partitioning based on environment statistical properties by AATTPF and MTLF
· Improving ML model performance via Area monitoring analytics (a new analytics ID)

	Sol#36
	· When subscribing/requesting model from MTLF, AnLF provides additional parameters ("data used for inference", "input data granularity", "target environment capacity requirements" and "requested accuracy”) to MTLF;

· MTLF determines the following action, e.g. selects an existing trained ML model or creates a new ML model to be provisioned and determines the level of further training of the ML model, based on these additional parameters.


Observations can be derived from the above evaluation table:

· In general Solutions for category B seemly have no much similarity so far and may have to evaluate and conclude one by one except Multiple ML Models

· Regarding multiple ML Models, Sol#1(E///) explicitly proposed to use multiple ML models usage in AnLF while Sol#31(ETRI) and Sol#36(Nokia) imply multiple ML models usage in MTLF and propose to improve ML model performance based on multiple ML models usage in MTLF
8
Conclusions

Editor's note:
This clause will list conclusions that have been agreed during the course of the study item activities.
8.X
Key Issue #1: How to improve correctness of NWDAF
For KI#1, it proposes the following principles as the interim conclusion:

· Conclude in priority Model performance improvement by comparing predictions and ground truth in R18 and then model performance improvement based on 5GC performance improvement by consuming analytics if time permits
· AnLF calculating ML model performance based on AnLF’s performance requirement especially in case of AnLF with light burden
· In case of ML model performance degrading, AnLF reports ML model performance in use to MTLF and optionally sends the collected data to MTLF for model retraining
· Upon receiving model degradation notification from an AnLF, MTLF can reselect a new model or retrain the existing model for the AnLF

· Upon receiving notification that analytics performance does not meet requirements or degradation from AnLF, consumer may stop using analytics for a period of time or obtain new analytics 

· Multiple ML models may help improve ML model performance
* * * * * End of Changes * * * * *    

3GPP

SA WG2 TD


