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Abstract of the contribution: This paper updates Architectural Assumptions.
Discussion
There is the following EN in clause 4.2 "Architectural Assumptions":
Editor's note:	Whether 5GC needs to be aware of the Application Layer AI/ML operation type needs further discussion.

Our understanding is that the following principles discussed during the Moderated Discussion before this meeting are related to the above EN.

	Principle #2: No generic requirement for 5GC awareness of the application AI/ML operation type
	There is no generic architectural requirement for 5GC awareness of AI/ML application operation types. AI/ML-based applications should be able to run over the 5GS without the need for 5GC to be aware of the type of AI/ML operations used by the application. 5GS shall refer to the generic assistance information and parameters provided by the AF in order to assist the Application AI/ML operation.     
	<Summary of supporting status for this principle>

	Principle #12: Although the network may not need to know about internals of AI/ML aspects of working of the app, it needs to be able to distinguish AI/ML related traffic from rest of the user services related traffic. So in that sense the network is not completely agnostic of AI/ML traffic.
	This is for a number of reasons. For example 
1. to handle congestion scenarios where network may want to disable / deprioritize such traffic to allow for user traffic.
1. For analytics for example to identify apps generating excessive amount of such traffic
1. To be able to charge such traffic

	



Observation#1: There is no generic requirement for 5GC awareness of the application AI/ML operation type.
Observation#2: Distinguishing AI/ML related traffic from non AI/ML related traffic can be achieved by using DNN/S-NSSAI for Application Layer AI/ML operation/traffic.

We would like to propose to capture the above observations as Architectural Assumptions while removing the above EN.

Proposal: It is proposed to capture the above observations as Architectural Assumptions while removing the above EN.

Proposal
It is proposed to agree the following changes into TR 23.700-80v0.3.0.

* * * * Start of 1st Change * * * *
[bookmark: _Toc104816695]4.2	Architectural Assumptions
To support AI/ML based services/applications via 5GS, the following architectural assumptions are made in the present study:
-	In Rel-18, an Application AI/ML operation is conducted within a single slice, i.e. all UEs which are involved in a given Application AI/ML operation are served by the same S-NSSAI and the Application Function (AF) belongs to this S-NSSAI.
-	In Rel-18, roaming is not supported, i.e. inter PLMN coordination aspects will not be studied.
-	5GC does not need to be aware of the Application Layer AI/ML operation type.
-	5GC can know which PDU Session(s) are used for the Application Layer AI/ML operation/traffic if the dedicated S-NSSAI and DNN are used for the Application Layer AI/ML operation/traffic.
NOTE:	The 5G System architecture to support the Application AI/ML operation in the current release should not preclude the support of roaming in a future release.
Editor's note:	Whether 5GC needs to be aware of the Application Layer AI/ML operation type needs further discussion.


* * * * End of Changes * * * * 
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