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Introduction
There are several similar Editor’s notes in the solution #41, #43, #46 about how to enable use of ECN/L4S:
Editor's note:
Other means to enable of L4S use are FFS.

Editor's note:
Other means to enable of Relaxed ECN use are FFS.

Editor's note:
Whether use of ECN is enabled based on use of specific 5QI or other means is FFS.

This paper proposes to update solution #41, #43, #46 with an explicit “L4S indication” method and remove the above ENs.

Sol#41 originally proposes one or several preconfigured 5QI(s) specially used for ECN/L4S. AN performs ECN/L4S related operation for the QoS Flow(s) with such special 5QI value(s). The design has following shortages:

· 5QI is a scalar used as a reference to 5G QoS characteristics (e.g. PDB, PER). For a certain service, whether the L4S is enabled or disabled, the QoS requirement is not changed. The proposal of preconfigured 5QI may cause two different 5QI values (one for enabled L4S, one for disabled L4S) used in the 5G system for the same QoS characteristics which may cause the shortage of 5QI values. 
· The 5QI(s) are preconfigured in CN and AN, not in UE, UE doesn’t know these 5QI(s) are specially used for L4S. Currently how UE uses the received 5QI(s) from network is an implementation issue, UE may provide the 5QI(s) to its upper layer for various usages, and may use the received 5QI(s) for the sequent UE requested PDU session modification procedures. As UE doesn’t know the two different 5QI values refer to same QoS characteristics, and doesn’t know which 5QI implicitly indicates enabling L4S, thus the 5QI(s) may be wrongly understood or may be wrongly used by UE or by UE’s upper layer. E.g. UE may consider the two different 5QI values are for different QoS level although the two different 5QI values refer to same QoS characteristics at network side, UE may also provide a 5QI specially used for L4S to network in the sequent UE requested PDU session modification procedures although it doesn’t intend to enable L4S. 
With above analysis, we propose to keep 5QI as the reference to 5G QoS characteristics, not use it as the implicit indication for QoS irrelevant usage.
Thus, this contribution proposes to use an explicit “L4S indication” for the QoS Flow used for L4S traffic, when L4S is enabled, SMF provides the L4S indication together with the current 5QI to NG-RAN for the L4S QoS Flow, AN can perform the ECN/L4S related operation after receiving the L4S indication. 
Proposal

It is proposed to include the following changes in TR 23.700-60.

* * * Start of 1st change * * * 

6.41
Solution #41: Use of ECN bits for L4S to enable codec/rate adaptation to meet requirements for services

6.41.1
Key Issue mapping

This solution addresses KI#3.

6.41.2
Description

L4S, "Low Latency, Low Loss and Scalable Throughput", is an network service using AQM-like mechanism which, instead of dropping packets, uses link state indications and rate adjustments proportional to the queue delay.

L4S is subject to standardization in IETF L4S [37], RFC 3550 [9]. L4S has been demonstrated in the RITE EU project [39]. Congestion control algorithms that support L4S are described, e.g. in [16].

This solution proposes that the 5G System uses ECN bits defined in RFC 8311 [36] as identifier to be used on IP packets for the new network service called low latency, low loss and scalable throughput (IETF L4S [37]) RFC 3550 [9].


To address service requirements, by using ECN bits for marking of payload packets as specified in RFC 8311 [36], the NG-RAN exposes current load level.

The solution is based on following two components:

-
Use of ECN bits in NG-RAN for L4S.
-
Enablement of using ECN bits for L4S.
NOTE:
This solution is applicable only in case user terminal and Application Server support L4S defined in RFC 8311 [36] and IETF drafts L4S [37] and RFC 3550 [9] and use protocols that support L4S feedback between user terminal and application server.

6.41.2.1
Use of ECN bits in NG-RAN for L4S

It is assumed that the varying radio conditions and resource availability in NG-RAN are the main contributors to the need for the application to adapt its rate accordingly.

Given that it is NG-RAN that has the visibility of the resource availability and sudden changes on the radio interface that impact the performance in terms of latency, any fast reaction to trigger rate adaptation, that is required for services with tight latency requirements and benefit from bounded latency, must be triggered by NG-RAN. NG-RAN makes use of ECN bits for marking of payload packets as specified in RFC 8311[7to support L4S. ECN bits marking interacts with the application layer, wherein the application layer triggers rate adaptation based on feedback using ECN bits. In this solution NG-RAN makes use ECN bits marking for both, DL and UL direction.

NOTE:
The criteria that RAN perform the marking is up to RAN implementation.

Editor's note:
Whether RAN can support such a marking need to be coordinated with RAN WGs.

6.41.2.2
Enablement of using ECN bits marking for L4S

To enable ECN bits marking for L4S, an existing or a separate QoS flow can be used for L4S traffic. In context of this descriptive text for readability reasons, we refer to it as an 'L4S QoS Flow'. It shall be noted that this solution does not propose to introduce a new concept and instead it reuses the 5QI framework. Namely, use of a certain QoS flow for L4S traffic, enabling ECN bits marking treatment in NG-RAN, is achieved via a preconfigured 5QI value. One or several 5QI(s) may be defined for this purpose by the operator in a deployment.

There are 3 main principles to establish a L4S QoS flow within a PDU session:

-
Statically: At PDU session establishment the L4S QoS flow is always established. This by either a pre-configured PCC rule if PCF is used, or by configuration in SMF.

NOTE:
In this case, the configuration ensures the application using the L4S QoS Flow supports L4S and uses one of the protocols that support ECN feedback.

-
Dynamically based on 5GC configurations: SMF installs a Detection filter in UPF. This is either based on a request from PCF or from local configuration. The Detection filter can either use the ECN bits for L4S in the IP header or the XR server IP address(es). When L4S traffic is detected, the UPF notifies SMF. If PCF is used, SMF notifies PCF which triggers a L4S QoS flow establishment, or if PCF is not used, SMF is configured to establish a L4S QoS flow.

-
Dynamically based on AF request: The AF makes an authorization request either via NEF (untrusted) or directly to PCF, which triggers a Session modification procedure according to clause 4.3.3 in TS 23.502 [3].

The filters provided by SMF in the QoS rule to the UE and PDR to the UPF to identify traffic to be routed onto the L4S QoS flows can be a combination of existing filters and/or the ECN bits for L4S in the IP packet header of the XR service.

Instead of reserving preconfigured 5QI value(s), the other alternative is to define an explicit “L4S indication” for the 'L4S QoS Flow'. A 5QI is a scalar used as a reference to 5G QoS characteristics (e.g. PDB, PER), for a certain service, whether the L4S is enabled or disabled, the QoS requirement is not changed. But with the preconfigured 5QI value(s) for L4S, the 5QI values are different although the QoS characteristics are same. This may cause the shortage of 5QI values, and as the 5QI(s) are preconfigured in CN and AN, not in UE, the 5QI(s) may be wrongly understood or may be wrongly used by UE or by UE’s upper layer. This alternative proposes SMF to provide an explicit L4S indication together with the current 5QI to NG-RAN for the L4S QoS Flow when L4S is enabled. NG-RAN can perform the ECN/L4S related operation after receiving the L4S indication.
6.41.3
Procedures

Editor's note:
This clause describes high-level procedures and information flows for the solution.

6.41.4
Impacts on services, entities and interfaces

Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

NG-RAN: support for ECN bits marking for L4S of payload packets as described in clauses 6.41.1, 6.41.2 using RFC 8311 [36].
* * * Start of 2nd change * * * 

6.43
Solution #43: Information Exposure to AF for XR/media Enhancements

6.43.1
Key Issue mapping

The solution addresses Key Issue #3: 5GS information exposure for XR/media Enhancements.

6.43.2
Description

The interactive between application and 5GS is needed for improving reliability, alleviating congestion and ensuring desired experience for users. For example, the XR application server could adjust media codec/traffic rate to adapt to network conditions. Currently, the application server could get network condition information by using application layer-based solutions, which have limitations to expose network condition to the application server.

In this solution, there are two kinds of information to be exposed from 5GS to AF via the user plane in figure 6.43.2-1:

-
Congestion level information: degree of RAN congestion. This notification apply for the non-GBR QoS flows. XRM services have the high requirements for low latency and high bandwidth, which the congestion problem cannot be ignored. Based on the information exposure, application can adjust the codec/rate to alleviate 5GS congestion according to the congestion level information for the QoS flow from 5GS.

-
QoS Notification Control (QNC) information: the notification whether the GFBR can no longer (or can again) be guaranteed for a QoS Flow during the lifetime of the QoS Flow. If RAN receives the QNC and the GFBR can no longer (or can again) be guaranteed, RAN sends the notification to AF via the UPF.

For Congestion level information, the solution also considered how to exposure such information for services using or not using Relaxed ECN described in RFC 8311 [36].
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Figure 6.43.2-1: Information exposure framework

6.43.3
Procedure for information exposure
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Figure 6.43.3-1: Information exposure to AF via user plane

There are two options for exposing congestion level information to application server:

Option 1: Exposing based on event exposure framework defined in R17. Including steps 1~ 8a, and 9.

Option 2: Exposing based on Relaxed ECN. Including steps 4~7, 8b and 9, and optionally steps 1~3.

If Relaxed ECN (defined in RFC 8311[36]) is used to support the exposure of congestion level information, step 1-6 can be used for triggering Relaxed ECN based exposing, step4~5 with a preconfigured 5QI value or an explicit indication can be used to trigger step7 for RAN reporting congestion level information to UPF.


1.
AF may send Nnef_EventExposure_subscribe request to subscribe the events notifications, which also includes the trigger conditions.


The events can be the follows:

(a).
Congestion level information: AF sends this subscription message to request that 5GS sends the congestion notification for the QoS flow when the trigger conditions are met. The congestion level information is used to adjust the codec/rate of transmission to assist in alleviating 5GS congestion. In this event, the trigger conditions may include the follows:

-
The queue delay, packet loss rate and buffer size are greater than the threshold #A, B, C.

-
The congestion level.

(b).
QoS Notification Control (QNC) information: AF sends this subscription message to request that 5GS sends the QNC information to indicate whether the GFBR can no longer (or can again) be guaranteed for a QoS Flow during the lifetime of the QoS Flow.

2.
NEF performs the necessary authorization control.

3.
NEF uses the Npcf_PolicyAuthorization_Subscribe request message to send the AF request information to the PCF to generate the SM policy with the events notifications and the corresponding trigger conditions (for (a) in step 1).


If the AF is considered to be trusted by the operator, the AF uses the Npcf_PolicyAuthorization_Subscribe request to interact directly with PCF to subscribe the above notifications.

4.
PCF sends the SM policy to SMF by Npcf_SMPolicyControl_UpdateNotify request, which includes the events notifications and the corresponding trigger conditions (for (a) in step 1).

5.
SMF sends the events notifications to RAN by N2 message via AMF, which instruct RAN to send the notifications to UPF via the GTP-U header. Moreover, for 1a, SMF can send the trigger conditions to RAN. Then, RAN only sends the notifications when the trigger conditions are met.

6.
SMF sends the events notifications to UPF by N4 session modification request:
-
For option 1: instruct UPF to forward the notifications received by RAN to AF. Moreover, for 1a, if SMF does not send the trigger conditions to RAN, SMF should send the trigger conditions to UPF. Then, UPF only forwards the notifications when the trigger conditions are met.
-
For option 2: instruct UPF to marks DL traffic using Relaxed ECN based on notification from RAN.

7.
RAN sends the notifications to UPF via the UL GTP-U header. The GTP-U packet can use to only send the notifications or also send the UL data. For 1a, If RAN receives the trigger conditions, it performs the judgement whether the trigger conditions are met.

8a.
UPF forwards the notifications to AF. For (a) in step 1, If UPF receives the trigger conditions, it performs the judgement whether the trigger conditions are met.

8b.
If the congestion level information is exposed and Relaxed ECN (defined in RFC 8311 [36]) is used for the exposure, UPF marks the ECN bits of DL IP packets of the QoS Flow based on the congestion level information reported by the RAN. UE feedbacks congestion status by using ECN feedback mechanisms of layer 4 protocol following existing IETF standardization.

9.
AF receives the notifications via either UPF notification or mechanisms defined by RFC 8311 [36] and performs the corresponding handling. For example:
-
Congestion level information for adjusting: If the notification shows the congestion level, AF can know the degree of congestion and reduce the rate correspondingly.

-
QoS Notification Control (QNC) information: the notification shows whether the GFBR can no longer (or can again) be guaranteed for a QoS Flow during the lifetime of the QoS Flow.

6.43.4
Impacts on services, entities and interfaces

AF:

-
Subscribe the events notifications and provides the trigger conditions.

PCF:

-
Determines PCC rule with the events notifications and the corresponding trigger conditions.

SMF:

-
Sends the events notifications and the corresponding trigger conditions to RAN/UPF.

UPF:

-
Sends the notifications to AF.

-
Performs the judgement whether the trigger conditions are met.

-
Sends the notification to UE.

RAN:

-
Sends the notifications to UPF via GTP-U header.

-
Performs the judgement whether the trigger conditions are met.

UE:

-
Sends the notification to AF based on ECN feedback mechanism of Layer 4 protocol.
* * * Start of 3rd change * * * 

6.46
Solution #46: Use of ECN marking for L4S for scalable congestion control and meet requirements for services

6.46.1
Key Issue mapping

This solution addresses the Key Issue #3: 5GS information exposure for XR/media Enhancements.
6.46.2
Description

This solution proposes that the 5G System uses ECN marking for the purpose of Low Latency, Low Loss and Scalable Throughput services (L4S [37]) when congestion is detected for uplink or downlink so that the application layer can trigger real-time and gradual rate adaptation of the real-time video encoder based on ECN feedback.

NOTE: This solution is applicable only in case UE and Application Server support ECN mechanism defined in RFC 8311 [36] and use protocols that support relaxed ECN feedback between UE and application server.

6.46.2.1
Use of ECN for Uplink

When the 5G System detects congestion in the uplink, it inserts ECN marking in the IP header that facilitates the application layer to provide feedback and do rate adaptation in the uplink (illustrated in figure 6.46.2.1-1). It is preferrable to perform the marking in the entity where congestion is detected.
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Figure 6.46.2.1-1: ECN marking for Uplink – either in the UE or gNB

The congestion in the wireless uplink between UE and gNB can be detected and remedied via ECN marking by either the UE or the RAN. Either the gNB or the UE should be responsible for congestion detection. Otherwise, they could conflict. After this initial choice, several options are possible to bring the congestion information into the PDU IP header where it is further handled by the end-host to control the application's sending rate.
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Figure 6.46.2.1-2: Congestion for uplink detected in the gNB

gNB is well positioned to have the overall view of congestion in the cell and overall queues that are building up in the UEs are visible in the gNB via buffer status reports. Following options are possible when the gNB handles congestion in the uplink (illustrated in figure 6.46.2.1-2):

1)
gNB translates congestion into ECN marks, sets immediately in the PDU IP header directly. This option does not impact the UE and the UPF.

NOTE: The criteria that RAN uses to perform the marking is up to RAN implementation.

Editor's note:
Whether RAN can support such a marking need to be coordinated with RAN WG.

2)
gNB transmits congestion information in the GTP-U header, which is transmitted over N3 to UPF, that translates congestion into ECN marks, which is finally set in the IP PDU header. This option will impact the UPF in addition.

3)
gNB translates congestion into ECN marks, sets in the outer IP header of the GTP-U tunnel, which is transmitted over N3 to UPF, which is finally transferring the ECN marks over to the IP PDU header towards N6. This option also impacts the UPF in addition.
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Figure 6.46.2.1-3: Congestion for uplink detected in the UE

UE can also monitor congestion in the uplink radio bearers. This option can cause interactions between scheduler policies that use the buffer status reports which will be influenced (especially if kept "too" low) by the congestion control in the UE. This option impacts additionally the UE, and detection of uplink congestion is limited to the scope of the UE. Three options are possible for inserting ECN marking when the UE handles congestion in the uplink while two of them require gNB assistance (and potentially other nodes), which has further 3 options to carry the ECN marks into the final IP PDU header. (illustrated in figure 6.46.2.1-3):

1)
UE translates congestion into ECN marks, sets immediately in the PDU IP header.

2)
UE translates congestion into ECN marks, sets in the PDCP header, which is transmitted over NR-Uu to the gNB, and carried further over one of the three options 4, 5 or 6 for the gNB to forward the ECN marks over to the IP PDU header.

3)
UE translates congestion into ECN marks, sets in the RLC header, which is transmitted over NR-Uu to the gNB, and carried further over one of the three options 4, 5 or 6 for the gNB to forward the ECN marks over to the IP PDU header.


If UE is transmitting the ECN marks in one of the lower layer headers (like options 2 and 3 above) additional network support is needed as in one of the following 3 options:

4)
gNB transfers the ECN marks, sets immediately in the PDU IP header.

5)
gNB transmits the ECN marks as congestion information in the GTP-U header, which is transmitted over N3 to UPF, which translates congestion into ECN marks, set finally in the IP PDU header.

6)
gNB transfers the ECN marks, set in the outer IP header of the GTP-U tunnel, which is transmitted over N3 to UPF, which finally transfers the ECN marks over to the IP PDU header towards N6.

In general, if functions are not marking packets directly in the PDU IP header, guarantees are needed that another function will do so before the intermediate header information is discarded and before the PDU IP packet is processed by the end system.

6.46.2.2
Use of ECN for Downlink

When the 5G System detects congestion in the downlink, it inserts ECN marking in the IP header that facilitates the application layer to provide feedback and do rate adaptation in the downlink (illustrated in figure 6.46.2.2-1). It is preferrable to perform the marking in the entity where congestion is detected.
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Figure 6.46.2.2-1: ECN marking for Downlink

There are multiple options to do this (as illustrated in figure 6.46.2.2-2 below):

1)
gNB translates congestion into ECN marks, sets immediately in the PDU IP header. It should be noted that the gNB already has visibility to the PDU IP header for ROHC compression. This option does not impact the UE at all.

Editor's note:
Whether RAN can support such a marking need to be coordinated with RAN WG.

2)
gNB translates congestion into ECN marks, sets in the PDCP header, which is transmitted over NR-Uu to the UE, which finally copies the ECN marks over to the IP PDU header. This option supports a direct correlation between PDCP and IP packets.

3)
gNB translates congestion into ECN marks, sets in the RLC header, which is transmitted over NR-Uu to the UE, which finally copies the ECN marks over to the IP PDU header. With this option, congestion can be reported immediately where it occurs.

4)
gNB transmits congestion information as part of the uplink traffic in the GTP-U header, which is transmitted over N3 to UPF. The UPF translates congestion into ECN marks, set finally in the IP PDU header of subsequent downlink packets. This option impacts also UPF and will cause extra latency going backwards and forward again. This can cause an extra delay in congestion response of twice the link latency between gNB and UPF.

NOTE:
The criteria that RAN uses to perform the marking is up to RAN implementation.

In general, if functions are not marking packets directly in the PDU IP header, guarantees are needed that another function will do so before the intermediate header information is discarded and before the PDU IP packet is processed by the end system.
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Figure 6.46.2.2-2: Solution options for ECN marking over Downlink

6.46.2.3
Enabling use of ECN

To enable ECN, an existing or a separate QoS flow can be used. At the time of QoS Flow establishment, it is determined whether use of ECN is enabled or not. An explicit “L4S indication” is defined for the QoS Flow used for L4S traffic. When the QoS Flow is setup and L4S is enabled, SMF provides the L4S indication together with the current 5QI to NG-RAN, SMF may also provide the L4S indication to UE or UPF in the QoS rule(s) or N4 rule(s). After receiving the L4S indication, UE/UPF/ NG-RAN performs the ECN related operation as described in clause 6.46.2.1 and clause 6.46.2.2. If PCC is deployed, SMF decides the L4S indication based on the instruction from PCF. PCF decides the L4S indication according it’s local configuration or based on the request from AF.

6.46.3
Procedures

Editor's note:
This clause describes high-level procedures and information flows for the solution.

6.46.4
Impacts on services, entities and interfaces

Depending on the solution option chosen for uplink and downlink, support for ECN marking (for the purpose of L4S) of payload packets as specified in RFC 8311 [36] needs to be supported either in the UE, NG-RAN. In some cases, additional congestion notification is supported in the NG-RAN along with support of ECN for the purpose of L4S marking in the UPF for payload packets as specified in RFC 8311 [36].
* * * End of changes * * * 
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