	
3GPP TSG-SA2 Meeting #152E	S2-2205546
E-Meeting, 17th – 26th  August 2022

Source:	Ericsson
Title:	KI#8, Evaluation and Conclusion
Spec:	3GPP TR 23.700-81
Agenda item:	9.23
Document for:	Approval
Work Item / Release:	FS_eNA_ph3 / Rel-18

1. Introduction
This document proposes interim evaluation and conclusion for KI#8 in TR 23.700-81.
2. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-81 v0.3.0.
* * * Start of Changes * * * *
7.8	Key Issue #8: Supporting Federated Learning in 5GC 
There are seven solutions proposed for KI#8 Supporting Federated Learning in 5GC. Solutions #21, #22, #23, #24 and #53 focus on the general procedure for FL, including FL triggering, FL server and client discovery in FL preparation phase, FL task interaction and modelling sharing between server and clients. Solution #51 focuses on the maintenance of FL, including client status monitoring, reselection of clients, and dynamic addition of new clients in FL execution phase. Solutions #24 and #52 propose to update FL training status to consumer, and the server may update or terminate the FL training process or retain ML model according to the interaction with consumer. 
For the general procedure of FL, according to the solutions #21, #22, #23, #24 and #53:
· Solution #21 proposes NWDAF “FL capability” registration, i.e., FLaggregation and FL participant capabilities, and FL server and client selection. FL consumer or server trigger FL, use Nnwdaf_MLModelProvision or Nnwdaf_MLModelTraining for model sharing during the FL operation procedure with FL ID.
· Solution #22 focuses on how to discover proper participant NWDAFs supporting FL, create the FL group, and provision information required to coordinate the operation among the participant NWDAFs. The same ML model is used by all participant NWDAFs.
· Solution #23 introduces procedures for model training by using FL. An AnLF or central MTLF trigger FL. AnLF discovers the central MTLF, and the central NWDAF discovers the local MTLF(s) from the NRF and configures the local MTLF(s) to train local models. The local MTLF(s) provide model parameters to central MTLF.
· Solution #24 introduces general procedure for FL among multiple NWDAF instances, and procedure for usage of FL for training Abnormal Classifier. Client NWDAF registers NF profile into NRF, and server NWDAF discovers clients for FL via NRF. 
· Solution #53 proposes procedure for horizontal FL. NWDAFs, i.e., FL server and clients, are with Horizontal Federated Learning Indication in their NF profiles. Preferred Time Period to participate in HFL is indicated by NWDAF.

For the maintenance of FL, according to the solution #51: 
· Solution #51 proposes FL client status monitoring, re-selection of clients, and dynamic addition of new clients in FL execution phase.
For training status update to consumer and interaction between server and consumer, according to solutions #24 and #52:
· Solution #24 proposes that server NWDAF inform training status to consumer based on the consumer’s request in the general procedure of FL. The server may update or terminate the FL training process according to the interaction with consumer. 
· Solution #52 proposes FL training status updating to consumer (NWDAF containing AnLF) based on the general procedure in solutions #21 and #23. The NWDAF containing MTLF may update FL training process or retain ML model according to the interaction with consumer.


* * * Next of Changes * * * *
8.8	Conclusion of KI#8
According to the solutions #21, #22, #23, #24, #51, #52 and #53, the interim conclusion for KI#8 can be made with the following principles:
· Principle 1: FL server and FL clients register their FL related capability to NRF as proposed in most of the solutions
· Principle 2: Discover FL server and clients via NRF as proposed in most of the solutions
· Principle 3: Model sharing between FL server and client should align with the conclusion of KI#5 
· Principle 4: FL client status monitoring and dynamic re-selection or adding of clients for the maintenance of FL in FL execution phase as proposed in solution #51
· Principle 5: FL training status update to consumer, and server may update or terminate the FL training process or retain ML model according to the interaction with consumer as proposed in solution #24 and #52.
Solution #24 could support all functionality on general FL process specified in solutions #21, #22, #23 and #53, and supports FL training status update to consumer specified in solution #52. Solution #51 is the only solution specifically for maintenance of FL and supports all functionality mentioned in principle 4. 
Therefore, it is recommended the following:
· solution #24 is used as baseline for general procedure of FL and FL training status update to consumer;
· solution #51 is used as baseline for maintenance of FL process for normative work.

* * * End of changes * * * *

