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Abstract of the contribution: This contribution proposes to have Miscellaneous correction for TR 23.800-71.
1 Proposal

This contribution proposes to have Miscellaneous correction for TR 23.800-71.
In addition
1) In clause 6.3, there are two the following Editor’s Note(in clause 6.3.1 and 6.3.2 respectively) therefore proposed to delete the redundant one .

Editor's note:
How the NWDAF(AnLF) determines the prediction is regarded as a incorrect prediction by comparing with the ground truth is FFS.
FIRST CHANGE
5.9
Key Issue #9: Enhancement of NWDAF with finer granularity of location information
5.9.1
Description

The NWDAF can retrieve and collect UE location information and then provide some analytic(s) to NWDAF consumer(s), e.g. UE mobility analytics, QoS Sustainability Analytics as defined in TS 23.288 [5]. However, the UE location information that NWDAF can obtain is only TA/cell granularity in Rel-17.
The horizontal accuracy and the vertical accuracy of the existing location service can reach a granularity level finer than TA and cell level. Meanwhile, some extra information (e.g. speed, heading) could possibly also be provided by the location service. But whether such LCS related information is beneficial for the NWDAF is not clear, and it also needs to be studied how the NWDAF can obtain such LCS related information. Therefore, a KI to study whether and how the NWDAF can provide additional benefits from location service is required.

In this key issue, the following aspects will be studied:

-
Identify use case(s) and corresponding existing or new Analytics ID(s) where the analytics require location information with finer granularity than TA/cell level, and how to enhance related existing Analytics ID(s).

-
Identify how an NWDAF determines that location information with finer granularity than cell/TA level is required in output analytics.

-
Identify what input data needs to be collected to deliver analytics with fine granularity location information.

-
Identify how NWDAF acquires the input data to deliver finer granularity location information. Whether and how the functionality and services of NWDAF or other NF(s) need to be enhanced.

NOTE 1:
Coordinated activities with the eLCS_ph3 study are needed.

NOTE 2:
Some examples of UE location different than cell/TA level are described in clause 4.2 and 4.3, TS 22.071 [6].
5.10
Key Issue #10: Interactions with MDAS/MDAF
5.10.1
Description

MDAS/MDAF functionality enables a service consumer to obtain management data analytics, and NWDAF can be one of such service consumers. The following aspects shall be studied:

-
Identify which use case(s) should be applied for the interactions between NWDAF and MDAS/MDAF.

-
Whether and how NWDAF can leverage MDAS/MDAF functionality, for producing Analytics ID(s) given in TS 23.288 [5].

-
Whether and how NWDAF can leverage MDAS/MDAF functionality for data collection.

-
How MDAS/MDAF instances are discovered and selected by NWDAF.

NOTE 1:
Solution impacts to MDAS/MDAF need SA5 to give inputs before conclusions are made.

NOTE 2:
Studying the MDAS/MDAF output is out scope of this KI.

Next Change
Solution #3: Accuracy based NWDAF Analytics Correctness Improvement

6.3.1
Description

This solution is about KI #1: How to improve correctness of NWDAF analytics to address how to improve correctness of NWDAF analytics.
In AI community, there is a concept called 'accuracy' which is used to indicate the correctness of an AI/ML model's predictions. The Accuracy is the percentage of correct predictions in all predictions. One of methods to determines a prediction is correct is to compare the prediction with the label (data). A set of data can be composed as (x, t), and the 'x' is 'input data' and 't' is 'label' or 'label data'. If this label is correct, it also is called 'ground truth'.

For the regression problems, the predictions and label data may be not same but similar, and their difference can be calculated by other methods e.g. Mean Absolute Error (MAE). If this difference is smaller than a threshold, this prediction should be considered as correct.
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Figure 6.3.1-1: Accuracy in AI Community

As shown in Figure 6.3.1-2, Accuracy in Training (AiT) and Accuracy in Use (AiU) can be used to measure the correctness of a ML model, the Accuracy in Use should be observed/monitored by the NWDAF/network, which could be a trigger for NWDAF(MTLF) to re-train the ML Model if Accuracy in Use cross a threshold:

[image: image2.png]NWDAF(MTLF) NWDAF(AnLF)
(Al/ML Model Training in Platform) (Performing Inference in Live Network)

Live network Dataset
(input data, label data, prediction)

Training dataset Step 1 Deploying trained Al/ML
: Model in li twork
(input data, label data) OAETIIVE NENNOT

Performance Feedback

Step 3 ¢
- Validation IR (Accuracy in Use and valid data set )
Training dataset —’ ; ..
dataset in Training

Accuracy in Use





Figure 6.3.1-2: Accuracy in Training with Training dataset vs Accuracy in Use with live network dataset

As shown in left side of the Figure, a NWDAF(MTLF) trained a ML Model with Training dataset (input data, label data) and the Accuracy in Training is to indicate the performance of ML model in training stage by comparing prediction with label data in validation dataset reserved from training dataset.

The NWDAF(MTLF) deliver the trained ML Model to a NWDAF(AnLF), which will be used by the NWDAF(AnLF) to perform inference with input data from live network.

3)
As shown in right side of the Figure, Accuracy in Use is to indicate the performance of ML model used in live network by comparing prediction with the observed label data i.e. ground truth from the live network.


Please note that the NWDAF(AnLF) performs inference with live network input data to get the prediction and also retrieves the label data from live network.

4)
However, due to some reasons, e.g. different data distribution between training data set and data in live network, poor model generalization ability, etc. there may be a gap between Accuracy in Training and Accuracy in Use, and the Accuracy in Use usually is not as good as Accuracy in Training especially as times goes by.


The NWDAF(AnLF) decides to indicate the NWDAF(MTLF) to re-train the AI/ML model e.g. if Accuracy in Use crosses a threshold or the gap between Accuracy in Training and Accuracy in Use crosses a threshold.


In order to improve training data quality e.g. the data distribution, the NWDAF(AnLF) also provides the input data, labelled data, where prediction is regarded as incorrect prediction by comparing with labelled data i.e. ground truth, to help the NWDAF(MTLF) to re-train a better AI/ML Model e.g. with model generalization ability.


Similarly, regarding regression, MAE in training and MAE in use is introduced to measure the ML model correctness.

6.3.2
Procedures

Figure 6.3.2-1 depicts the procedure for the proposed solution that the AnLF collects the label data and calculates the AiU.
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Figure 6.3.2-1: AnLF collect label data and calculate accuracy in use

1.
The NWDAF(AnLF) service consumer subscribes to analytics information by invoking the Nnwdaf_AnalyticsSubscription_Subscribe service operation. The parameters that can be provided by the NWDAF service consumer are listed in clause 6.1.3 of TS 23.288 [5].

2.
The NWDAF(AnLF) subscribes to a NWDAF(MTLF) a trained ML Model by invoking the Nnwdaf_MLModelProvision (an Analytics ID) service operation.

3~4.
The MTLF trains the model according to the requirement from AnLF and notifies the AnLF with the ML model information by invoking Nnwdaf_MLModelProvision_Notify (Analytic ID, the file address of the trained ML model, Accuracy in Training (AiT) or MAE in Training) service operation.

5~8.
AnLF collects the input data from input data providers, e.g. OAM, NFs, makes predictions and sends the predictions to the NWDAF consumer NF.

9~10.
the AnLF collects label data corresponding to predictions from data providers e.g. AF and SMF, and calculates the Accuracy in Use or the MAE in Use, which reflects the performance of ML model used in live network by comparing prediction with the observed labelled data i.e. ground truth from the live network.

11.
The AnLF compares the Accuracy in Use with the Accuracy in Training and/or MAE in Use with MAE in Training and decide whether or not to send notification to MTLF to re-train the AI/ML model e.g. if Accuracy in Use cross a threshold or by comparing the between Accuracy in Training and Accuracy in Use.

12~13.
The AnLF reuse MLModelProvision service (subscription Correlation ID, Analytic ID, AiU or MAE in Use, input data and label data) to modify of the original ML model subscription in step 2, indicating to the MTLF that the Accuracy in Use or MAE in Use is not good as the Accuracy in Training or MAE in Training and the MTLF retrains the model with new data from the AnLF.

In order to improve training data quality e.g. the data distribution, the AnLF provides the input data, label data i.e. ground truth, where prediction is regarded as incorrect prediction by comparing with labelled data i.e. ground truth, to help the MTLF to re-train a better AI/ML Model e.g. with model generalization ability.

Editor's note:
How the NWDAF(AnLF) determines the prediction is regarded as an incorrect prediction by comparing with the ground truth is FFS.
14~15.
The AnLF notifies the consumer that the Accuracy in Use is not as good as the Accuracy in Training to consequently stop using the provided analytic result by invoking the Nnwdaf_AnalyticInfo_Notify (Analytic ID, AiU, Disable notification).

Next Change
6.4
Solution #4: Determining ML model drift for improving analytics accuracy
6.4.1
Description


The accuracy of analytic output from an NWDAF depends very much on the accuracy of the ML model provided by the MTLF NWDAF.

The training data that are used to train an ML model are usually historical data (data stored in the ADRF). The validity/accuracy of the ML model depends on whether the training data used are up to date with the real-time network configuration/behaviour. For example, compared to when the training data were collected the network operator may configure additional network resources to a network slice, or the number of users accessing services via the core network may considerably increase (e.g. tourist season in the summer). Such use case may cause a model drift given that ML model was not trained with up-to-date data.

There are many reasons that ML model drift can occur but the main cause is a change of the data with time. A simple solution to this problem is to re-train an ML model periodically. Such approach will ensure that the NWDAF always uses an up-to-date training data for an ML model. However, such approach requires considerable resources and is not energy efficient. Hence a solution is required to allow the network (i.e. NWDAF) to determine when an ML model requires re-training.

The solution proposed in this paper focuses on the NWDAF to evaluate if an action taken by a consumer would result in a model drift and then evaluate if the training data are up-to-date.

A general procedure is provided in the figure below.
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Figure 6.4.1-1: Model drift detected at NWDAF MTLF

The general steps followed are:

-
A consumer of analytics determines an action and optionally provides the action taken to the MTLF

-
The MTLF determines if the action taken would significantly change the behaviour of one or more NFs and determine if there could be a data drift

-
The MTLF compares the training data with real-time (or near-real time) data and evaluate if (any) data drift detected would result in an ML model drift that would reduce the accuracy of the analytics.

NOTE:
The MTLF can use statistical methods to determine if there is data drift. Such approach is out of scope of 3GPP.
6.4.2
Procedures


The procedure is shown below:
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Figure 6.4.2-1: Model drift determined at MTLF NWDAF

1.
A consumer requests analytics including an Analytics ID as per TS 23.288 [5]. For example, a consumer can request analytics for an Analytics ID for NF load. The request may include a minimum accuracy may denote a confidence level of the analytics requested. The consumer may include an indication that it can provide feedback on an action taken.

2.
The AnLF request an ML model from the MTLF NWDAF to derive analytics for the Analytics ID requested if the AnLF has no ML model available for the requested Analytics ID.

3.
The MTLF NWDAF provides the current trained ML model for the Analytics ID.

4.
The MTLF provides the requested ML model to the AnLF NWDAF. Based on the feedback indication provided by the consumer the MTLF may include in the request to provide feedback when a consumer determines an action based on analytics provided by the AnLF. The feedback is used to determine whether drift detection should be carried out for an ML model (see step 10). The MTLF includes a notification correlation ID in the request.

5.
The AnLF NWDAF derives analytics.

6.
The AnLF NWDAF provides requested analytics to the consumer. The AnLF also forwards the feedback request received from the MTLF.

7.
The consumer may determine an action based on the received analytics. For example, if the analytics indicate a high load at a UPF function the consumer, i..e. SMF, may select a less loaded UPF.

8.
[CONDITIONAL] Based on the feedback indication the consumer determines to report an action based on analytics received from an NWDAF.

9.
[CONDITIONAL] The consumer reports the action take to the MTLF.

Editor's note:
The type of actions that the consumer can provide is FFS.
10.
The MTLF determines based on the feedback if the action taken by the consumer could trigger a drift in data that would invalidate the ML model. Alternatively, the MTLF at regular intervals initiates an ML model drift detection as described in steps 12-14.

11.
The MTLF NWDAF subscribes to historical data that were used to train the ML model for the specific Analytic ID from the ADRF.

12.
The MTLF NWDAF subscribes to real-time data (or near real time data) from the 5GC NFs, AF, OAM that are required to derive analytics for an Analytic ID (as described for each Analytic ID in TS 23.288 [5].

13.
The MTLF NWDAF determines model drift by comparing historical data with near real time data. The MTLF NWDAF may use statistical analysis or use AI/ML procedures to determine data/model drift (out of scope of 3GPP).

14.
If the MTLF NWDAF determines that Model drift exceed a threshold the MTLF retrains the ML model.

15.
The MTLF NWDAF may notify the AnLF that the ML model drift exceeds a threshold. The notification may notify the AnLF to stop using the ML model to provide analytics. The MTLF NWDAF may also provide an indication on when the updated ML model will be available.

16.
Based on the indication received from the MTLF the AnLF may indicate to the analytics consumer a pause in the subscription because an ML model requires retraining. The AnLF may also indicate the time new analytics will be available.

17.
The MTLF NWDAF provides the re-trained ML model to the AnLF NWDAF.

18.
The AnLF notifies the consumer to resume subscription indicating analytics are available.

6.4.3
Impacts on services, entities and interfaces

-
MTLF: Identifying ML model drift by comparing historical data with real-time data.

-
Consumer of analytics: Providing feedback to AnLF/MTLF on an action taken.
Next Change
6.18
Solution #18: Integrity KPI for QoS Sustainability Analytics

6.18.1
Key Issue mapping

This key issue addresses Key Issue#7 i.e. enhancements on QoS sustainability analytics.

6.18.2
Description

In general, this solution proposes to use QoS sustainability analytics solution which is defined in clause 6.9 of TS 23.288 [5] as baseline and add new output parameters to meet 5GAA requirement.
The consumer of QoS Sustainability analytics may request the NWDAF analytics information regarding the QoS change statistics for an Analytics target period in the past in a certain area or the likelihood of a QoS change for an analytics target period in the future in a certain area with finer granularity.

The consumer can request either to subscribe to notifications (i.e. a Subscribe-Notify model) or to a single notification (i.e. a Request-Response model).

The service consumer may be a NF (e.g. AF).

The request includes the following parameters:

-
Analytics ID = "QoS Sustainability ";

-
Target of Analytics Reporting: any UE;

-
Analytics Filter Information:

-
QoS requirements (mandatory):

-
5QI (standardized or pre-configured), and applicable additional QoS parameters and the corresponding values (conditional, i.e. it is needed for GBR 5QIs to know the GFBR); or

-
the QoS Characteristics attributes including Resource Type, PDB, PER and their values;

-
Location information (mandatory): an area or a path of interest. The location information could reflect a list of waypoints;

NOTE:
In this Release, the consumer of the "QoS Sustainability" Analytics ID will provide location information in the area of interest format (TAIs or Cell IDs) and also location information below cell level which are understandable by NWDAF.

-
S-NSSAI (optional);

-
Optional maximum number of objects;

-
Analytics target period: relative time interval, either in the past or in the future, that indicates the time period for which the QoS Sustainability analytics is requested;

-
Reporting Threshold(s), which apply only for subscriptions and indicate conditions on the level to be reached for the reporting of the analytics, i.e. to discretize the output analytics and to trigger the notification when the threshold(s) provided in the analytics subscription are crossed by the expected QoS KPIs.
-
A matching direction may be provided such as crossed (default value), below, or above.

-
An acceptable deviation from the threshold level in the non-critical direction (i.e. in which the QoS is improving) may be set to limit the amount of signalling.


The level(s) relate to value(s) of the QoS KPIs defined in TS 28.554 [9], for the relevant 5QI:

-
for a 5QI of GBR resource type, the Reporting Threshold(s) refer to the QoS flow Retainability KPI;

-
for a 5QI of non-GBR resource type, the Reporting Threshold(s) refer to the RAN UE Throughput KPI.
-
for any 5QI, the Reporting Threshold(s) refer to the Integrity KPI which contains latency and delay of 5G networks as defined in TS 28.554 [9].


-
In a subscription, the Notification Correlation Id and the Notification Target Address.

The NWDAF collects the corresponding statistics information on the QoS and Integrity KPI for the relevant 5QI of interests from the OAM, i.e. the QoS flow Retainability or the RAN UE Throughput as defined in TS 28.554 [9].

If the Analytics target period refers to the past:

-
The NWDAF verifies whether the triggering conditions for the notification of QoS change statistics are met and if so, generates for the consumer one or more notifications.

-
The analytics feedback contains the information on the location and the time for the QoS change statistics and the Reporting Threshold(s) that were crossed.

If the Analytics target period is in the future:

-
The NWDAF detects the need for notification about a potential QoS change based on comparing the expected values for the KPI of the target 5QI against the Reporting Threshold(s) provided by the consumer in any cell in the requested area for the requested Analytics target period. The expected KPI values are derived from the statistics for the 5QI obtained from OAM. OAM information may also include planned or unplanned outages detection and other information that is not in scope for 3GPP to discuss in detail.

-
The analytics feedback contains the information on the location and the time when a potential QoS change may occur and what Reporting Threshold(s) may be crossed.

Next Change
6.23
Solution #23: Support of federated learning for model training

6.23.1
Description


Model training using Federated learning is useful in scenarios where data may not be easily collected from Data Producer NF. For example, there may be data privacy/data security requirements where data collection from data producer NFs is not feasible or there can be high signalling load if data is collected from Data Producer NFs that have limited resources available (e.g. NFs supporting a local edge network).

Federated learning solves this problem by locally training an ML model using data that are locally available and distributing local model parameters to a central model training function that aggregates the model parameters and generates a central ML model.

The following architecture is proposed to support model training using federated learning.
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Figure 6.23.1-1: Architecture supporting model training using federated learning

The main functions of the federated learning architecture is as follows:

-
A central MTLF (that supports FL aggregation) that configures one or more local MTLF(s) (that supports FL participation) with the data that are required to be collected from one or more (local) Data Producer NFs and generates an aggregated ML model based on ML model parameters received from an ML model trained locally from each local MTLF.

-
One or more local MTLF(s) that support ML model training by collecting data from one or more Data Producer NFs available locally.

-
A central Analytics Logical Function (AnLF) that discovers the Central MTLF supporting federated learning for model training since not all MTLFs will support Model Training using federated learning. The AnLF can discover the central MTLF on per Analytic ID/Analytic Filter information basis. The NRF includes information in the NF profile whether an MTLF support FL aggregation or FL participation.

Once the AnLF discovers the Central MTLF that suppors FL aggregation, the AnLF will request an ML model for an Analytic ID including ML model filter information that can include an S-NSSAI, area of interest, DNAI and other information. The Central MTLF based on the Analytic ID requested and the ML model filter information determines that the requested ML model requires federated learning and discovers one or more local MTLFs for each data (i.e Event ID) that cannot be collected directly from a Data Producer NF. The central MTLF discovers the local MTLF(s) from the NRF and configures the local MTLF to train a local ML model indicating the data required to be collected by one or more Data Producer NF(s). The central MTLF then retrieves local ML model parameters from each local MTLF and aggregates gradients/loss factors generating a central ML model that is sent to the AnLF.
6.23.2
Procedures


A detailed procedure is provided below:
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Figure 6.23.2-1: Support of model training using federated learning

0.
An AnLF NWDAF receives a request from a consumer NF. The request includes an Analytics ID and analytic filter information as described in TS 23.288 [5].

1.
[conditional]The AnLF determines the central MTLF. The AnLF may determine that a Central MTLF supporting federated learning is required.

2.
[conditional]The AnLF discovers the central MTLF from the NRF by invoking an Nnrf_NFDiscovery_Request including the Analytic ID, service area.

Editor's note:
It is FFS if the AnLF needs to provide additional information to discover an MTLF supporting Federating Learning.
3.
[conditional]The AnLF receives from the NRF the NF ID of the central MTLF.

4.
[conditional]The AnLF sends a subscription request to the central MTLF including Analytic ID and ML model filter information as described in TS 23.288 [5].

5.
The central MTLF determines that federated learning is required. The MTLF may determine such information if:

-
Data (corresponding to an Event ID) cannot be collected directly from an NF (based on local configuration)

-
The request for analytics information is for a DNAI where federated learning is required.

-
The request for analytics information is for a service area where federated learning is required.

Editor's note:
How the central MTLF decides to initiate an FL round i.e. trigger conditions to initiate an FL round is for FFS.
6.
The central MTLF discovers the local MTLF for federated learning. The determination is based on the training data (i.e. Event ID) required by the local MTLF to train the local ML Model.

7.
The central MTLF discovers the local MTLF from the NRF by invoking an Nnrf_NFDiscovery_Request including the Analytic ID, Event ID, service area and an indication that the MTLF supporting FL participation for ML model training.

Editor's note:
Whether Event ID is needed for local MTLF discovery is FFS.
8.
The AnLF receives from the NRF the NF ID of the local MTLF(s).

9a.-9b.
The central MTLF configures the local MTLF(s) to train a local ML model using data from one or more data producer NFs corresponding to the Event ID(s) required. The central MTLF includes in the request to the local MTLF the Analytic ID of the ML model required.

Editor's note:
Further details on the local MTLF configuration are FFS.
10a.10b.
Each local MTLF collects data and locally trains an ML model

11a-11b.
The central MTLF and local MTLF(s) exchange ML model parameters that allows aggregation of gradients and loss factors from each local ML model. Steps 11a and 11b are ML model specific and out of scope of 3GPP.

NOTE:
Steps 10a through 11b are iterative and continue until the central MTLF determines that the generated ML model can be used by the AnLF (e.g. reached the required confidence level).

12.
The MTLF updates its central trained model using the aggregated model parameters

13.
The MTLF indicates to the AnLF that a trained model is available.

6.23.3
Impacts on services, entities and interfaces

-
Discovery and selection of local MTLF for model training using federated learning
END of CHANGES
3GPP

SA WG2 TD


NWDAF
(MTLF)
5GC
AMF
SMF
UPF
NRF
ADRF
OAM
(near)
real time Data
Historical 
Data
Historical 
or 
(near) 
real time Data
Actions
Based on analytics
Actions
Based on analytics



Federated
Learning
Consumer NF
AnLF
Local
MTLF
Local
MTLF
Local
MTLF
Model parameter
exchange
Model parameter
exchange
Data Collection
Model
training
Model 
training
Model
training
Analytics
MTLF
central
Model parameter
exchange
Data collection
Data Producer NFs
Data collection
Trained 
Model 
Exchange
Data Producer NFs
Data Producer NFs



Consumer NF
(Analytics Inference
NWDAF)
MTLF 
central
NRF
Local
MTLF 2
6. Discovers Local MTLF(s) for federated learning
0. Analytics Request (Analytic ID,
Analytics Filter Information)
1. Determines 
Central MTLF
Data Producer NF
11a. Aggregates gradients/loss factors
2. Nnrf_NFDiscovery_Request(NF type, 
Analytic ID, TAIs)
3. Nnrf_NFDiscovery_Response( 
MTLF NF ID)
4. Nnwdaf_MLModelProvision_Subscribe( 
Analytic ID,ML model filter information)
5. Determines Model Training using Federated Learning is required
7. Nnrf_NFDiscovery_Request( 
Event ID(s), TAIs, Participating FL
indication)
Local MTLF 2
Data Producer NF
8. Nnrf_NFDiscovery response (MTLF NF ID)
11b. Aggregates gradients/loss factors
10a.Data Collection and ML model training
10b. Data Collection and ML model training
9a. Local ML model configuration
9b. Local ML model configuration
12. Generates Central ML Model
13. Nnwdaf_MLModelProvision_Notify( 
ML Model)



NWDAF AnLF
MTLF
Consumer
1. Request Analytics (Analytic ID,
Minimum accuracy)
6. Provide estimation
(Analytic output, Confidence of prediction,
Request feedback)
5. Analytics derivation
17. Provides updated
 ML model
2. Request ML models
(minimum accuracy)
3. Provides trained ML model
13. Determines model drift by comparing data.
14. Re-trains ML model using updated data
ADRF
5GC NFs/OAM/AF
4. Provisions ML model
(request feedback)
11. Subscribes to 
Historical data used to train 
ML model
12. Subscribes to 
Real time data
15. Notifies the ML Model drift
Exceeds threshold
7. Determines action.
8. Provides feedback on the action taken
9. Feedback notification
10. Determine to evaluate Model Drift
16. Pause notification
18. Notification that subscription is active



_1234567893.vsd
NWDAF
(MTLF)


NWDAF
consumer


4. Nnwdaf_MLModelProvision_Notify (analytic ID, AiT or MAE in Training ,the file address of the trained ML model)


Data provider 


3. training model


7.Make predictions 


NWDAF
(AnLF)


9. Collect Label data i.e. ground truth 


12. Nnwdaf_MLModelProvision_Subscribe (subscription correlation ID, Analytic ID, AiU or MAE in use, input data and label data)


14. Nnwdaf_AnalyticsSubscription_Notify (Analytic ID, AiU or MAE in use , Disable notification)


15. stop use current analytics


10. Calculate Accuracy in use or MAE in use


2. Nnwdaf_MLModelProvision_Subscribe


6. Collect Input data


13. Retrain ML Model with new data 


11. Compare AiT with AiU 
or MAE in Training with  MAE in use 


1. Nnwdaf_AnalyticsSubscription_Subscribe


5. Determine input data providers and label data providers


8.  Nnwdaf_AnalyticsSubscription_Notify 


Nnwdaf_MLModelProvision_Notify



