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[bookmark: _Hlk514274591]1		Discussion
The update of this solution addresses the following editor's notes.
Editor's Note 1:
Editor's note:	It is FFS if the AnLF needs to provide additional information to discover an MTLF supporting Federating Learning.
It is proposed to clarify that the AnLF does not need additional information to discover an MTLF supporting FL. The AnLF can retrieve an MTLF by querying the NRF based on the Analytic ID and Service Area. If a specific Service Area is configured to utilise FL then the MTLF selected will support federated learning.

Editor's Note 2:
Editor's note:	How the central MTLF decides to initiate an FL round i.e. trigger conditions to initiate an FL round is for FFS.
This editor's note is tightly linked with the KI on analytics correctness. It is propose to add the note that trigger conditions will be based on the agreements made in KI#x.
Editor's Note 3:
Editor's note:	Whether Event ID is needed for local MTLF discovery is FFS.
This editor's note is deleted

Editor's Note 4:
Editor's note:	Further details on the local MTLF configuration are FFS.
Adding additional details on how a central MTLF configures the local MTLFs for federated learning. Both horizontal and vertical federated learning options are provided as shown in the figure below.



FIgure 1 - Support of FL between central and local MTLFs

2		Proposal
The following solution is proposed.
******************************** First change  *******************************
[bookmark: _Toc101171006][bookmark: _Toc29890][bookmark: _Toc101337074]6.23	Solution #23: Support of federated learning for model training
[bookmark: _Toc2163][bookmark: _Toc101171007][bookmark: _Toc101337075]6.23.1	Description
Editor's note:	This clause will describe the solution principles and architecture assumptions for corresponding key issue(s) which should be explicitly stated. (Sub) clause(s) may be added to capture details.
Model training using Federated learning is useful in scenarios where data may not be easily collected from Data Producer NF. For example, there may be data privacy/data security requirements where data collection from data producer NFs is not feasible or there can be high signalling load if data is collected from Data Producer NFs that have limited resources available (e.g. NFs supporting a local edge network).
Federated learning solves this problem by locally training an ML model using data that are locally available and distributing local model parameters to a central model training function that aggregates the model parameters and generates a central ML model.
The following architecture is proposed to support model training using federated learning.


Figure 6.23.1-1: Architecture supporting model training using federated learning
The main functions of the federated learning architecture is as follows:
-	A central MTLF (that supports FL aggregation) that configures one or more local MTLF(s) (that supports FL participation) with the data that are required to be collected from one or more (local) Data Producer NFs and generates an aggregated ML model based on ML model parameters received from an ML model trained locally from each local MTLF.
-	One or more local MTLF(s) that support ML model training by collecting data from one or more Data Producer NFs available locally.
-	A central Analytics Logical Function (AnLF) that discovers the Central MTLF supporting federated learning for model training since not all MTLFs will support Model Training using federated learning. The AnLF can discover the central MTLF on per Analytic ID/Analytic Filter information basis. The NRF includes information in the NF profile whether an MTLF support FL aggregation or FL participation.
Once the AnLF discovers the Central MTLF that suppors FL aggregation, the AnLF will request an ML model for an Analytic ID including ML model filter information that can include an S-NSSAI, area of interest, DNAI and other information. The Central MTLF based on the Analytic ID requested and the ML model filter information determines that the requested ML model requires federated learning and discovers one or more local MTLFs for each data (i.e Event ID) that cannot be collected directly from a Data Producer NF. The central MTLF discovers the local MTLF(s) from the NRF and configures the local MTLF to train a local ML model indicating the data required to be collected by one or more Data Producer NF(s). The central MTLF then retrieves local ML model parameters from each local MTLF and aggregates gradients/loss factors generating a central ML model that is sent to the AnLF.
[bookmark: _Toc31974][bookmark: _Toc101171008][bookmark: _Toc101337076]6.23.2	Procedures
Editor's note:	This clause describes high-level procedures and information flows for the solution.
A detailed procedure is provided below:


Figure 6.23.2-1: Support of model training using federated learning
0.	An AnLF NWDAF receives a request from a consumer NF. The request includes an Analytics ID and analytic filter information as described in TS 23.288 [5].
1.	[conditional]The AnLF determines the central MTLF. The AnLF may determine that a Central MTLF supporting federated learning is required.
2.	[conditional]The AnLF discovers the central MTLF from the NRF by invoking an Nnrf_NFDiscovery_Request including the Analytic ID, service area. 
NOTE:	The service area may be needed in case in a network deployment a specific service area, the MTLF is configured to support model training using federated learning.
Editor's note:	It is FFS if the AnLF needs to provide additional information to discover an MTLF supporting Federating Learning.
3.	[conditional]The AnLF receives from the NRF the NF ID of the central MTLF.
4.	[conditional]The AnLF sends a subscription request to the central MTLF including Analytic ID and ML model filter information as described in TS 23.288 [5].
5.	The central MTLF determines that federated learning is required. The MTLF may determine such information if:
-	Data (corresponding to an Event ID) cannot be collected directly from an NF (based on local configuration)
-	The request for analytics information is for a DNAI where federated learning is required.
-	The request for analytics information is for a service area where federated learning is required.
NOTE x:	The conditions for the MTLF to initiate an FL round depends on the agreements made in KI#1.
Editor's note:	How the central MTLF decides to initiate an FL round i.e. trigger conditions to initiate an FL round is for FFS.
6.	The central MTLF discovers the local MTLF for federated learning. The determination is based on the training data (i.e. Event ID) required by the local MTLF to train the local ML Model.
7.	The central MTLF discovers the local MTLF from the NRF by invoking an Nnrf_NFDiscovery_Request including the Analytic ID, Event ID, service area and an indication that the MTLF supporting FL participation for ML model training.
Editor's note:	Whether Event ID is needed for local MTLF discovery is FFS.
8.	The AnLF receives from the NRF the NF ID of the local MTLF(s).
9a.-9b.	The central MTLF configures the local MTLF(s) to train a local ML model using data from one or more data producer NFs corresponding to the Event ID(s) required. The central MTLF includes in the request to the local MTLF the Analytic ID of the ML model required. The procedure for local configuration is shown in Figure 6.23.2-2. 
Editor's note:	Further details on the local MTLF configuration are FFS.
10a.10b.	Each local MTLF collects data and locally trains an ML model
11a-11b.	The central MTLF and local MTLF(s) exchange ML model parameters that allows aggregation of gradients and loss factors from each local ML model. Steps 11a and 11b are ML model specific and out of scope of 3GPP.
NOTE:	Steps 10a through 11b are iterative and continue until the central MTLF determines that the generated ML model can be used by the AnLF (e.g. reached the required confidence level).
12.	The MTLF updates its central trained model using the aggregated model parameters
13.	The MTLF indicates to the AnLF that a trained model is available.


Figure 6.23.2-2: Support of FL between central and local MTLFs
1.	The Central MTLF determines th local MTLF(s) for federated learning as described in steps 6-8 of Figure 6.23.2-1.
2.	The Central MTLF sends a request for federated learning to MTLF 1 where the request includes, an Analytic ID of the model required, one or more of the following Event ID(s) needed, service area. The Central MTLF also includes a public key to encrypt the data and optionally the address of the MTLF 2 (if vertical federated learning is required).
3. The MTLF aggregator repeats step 2 for MTLF 2.
4.	[CONDITIONAL] If vertical federated learning is required MTLF 1 and 2 share initial data to identify initial model parameters. The message exchange is encrypted using the public key provided by the Central MTLF. 
5.	MTLF 1 performs data collection and provides model parameters (Gradient and Loss) to the Central MTLF aggregator. The message exchange is encrypted using the public key provided by the Central MTLF.
6.	MTLF 2  performs data collection and provides model parameters (Gradient and Loss) to the Central MTLF. The message exchange is encrypted using the public key provided by the Central MTLF.
7.	The Central MTLF calculates aggregated model parameters.

[bookmark: _Toc101171009][bookmark: _Toc19879][bookmark: _Toc101337077]6.23.3	Impacts on services, entities and interfaces
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.
-	Discovery and selection of local MTLF for model training using federated learning
******************************** End of change *******************************
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