SA WG2 Temporary Document

Page 2

SA WG2 Meeting #151e
S2-2203965
May 16th – 20th, 2022; Elbonia                  
       (revision of S2-22xxxxx)
Source: 
Deutsche Telekom, BT
Title: 
Discussion on Re-ordering for non-TCP traffic splitting
Document for: 
Agreement
Agenda Item: 
9.3
Work Item / Release:
FS_ATSSS_Ph3 / Rel-18
Abstract of the contribution: This paper discusses re-ordering for non-TCP traffic splitting and related ideas put forward at the last meeting; It also provides measurement results for a better understanding and comparison of the different approaches, and proposes a way forward on re-ordering.
1
Discussion
Services running over the Internet experience different transport characteristics which impact the QoS and hence also customer QoE. Typically, those characteristics are path capacity, latency, jitter, packet loss rate (PLR) and order-of-delivery. In the dominating single-access (no ATSSS) transmission scheme, services adjusted to the expectable characteristics of single path transmission.

With traffic splitting due to ATSSS, some of the transport characteristics are significantly affected due to multi-path transmission, such as:

· Order-of delivery

Disjoint path latencies and throughput capabilities let a split data stream scramble and packets arrive at the receiver side out-of-order.

· Latency/Jitter

Alternating data dispatch across accesses impose the individual access path latencies to the end-to-end data stream in the same alternating manner. This is perceived end-to-end as jitter, dominated by the latency difference between the access paths.
Observation 1: Latency/Jitter and Out of order packet delivery are even bigger challenges in multi-path than in single path scenarios.
Latency/Jitter and Out of order packet delivery then applies to the services and their respective transport protocols. In the past years TCP was the dominating transport protocol complemented by some UDP traffic for real time services. Even if this changes now and QUIC prepares to take over the transport for services which used TCP earlier, its main transport characteristic, which is reliable and in-order delivery, stays the same, ensured by flow and congestion control (CC); flow control, ensures that the receiver is not overloaded and is very much correlated with the TCP/QUIC re-ordering buffer capabilities, and CC, minimises congestion on the transport and can be distinguished by packet loss sensitive (e.g., Cubic, Reno) or latency sensitive (e.g., BBRv1) or hybrid algorithms (e.g., BBRv2).
Packet scrambling due to multipath splitting has direct impact to both, CC and FC. For example, the receipt of packets with the scrambled order 1, 2, 3, 13, 14, 15 in TCP or QUIC will

1. continue to acknowledge (ACK) packet number 3 with any following packet arrive, as long as packet 4 hasn’t arrived. These ACKs are recognized as duplicate ACKs at the sender and lead to a bandwidth reduction due to the assumption of an error prone transmission by CC.

2. occupy TCP or QUIC receiver buffer in adherence of their strict in-order policy. If the out-of-order delivery exceeds buffer space, this is signaled to the sender (FC) and transmission of new packets stops in favor of re-transmission of missing packets.

Observation 2: TCP's and QUIC's reliable and in-order delivery transport characteristic is ensured by flow and congestion control with specific demand on latency/jitter and order of delivery.
As pure UDP (no QUIC) services exist, which have no demand on in-order delivery nor reliability, there are others which implement (relaxed) flow- and/or congestion control on higher OSI-Layers (e.g., RTP/WebRTC).
Observation 3: There exists UDP traffic which does not need flow and/or congestion control at all or with lower quality demand on latency/jitter and order of delivery.

From observation 2 it can be derived that latency variations or significant out-of-order delivery will negatively impact the performance of services that use flow and/or congestion control, as further outlined in this paper in the following sections.
Furthermore, at this point it can be summarized, that the non-TCP traffic mix, ranges between UDP and TCP-like (due to QUIC) requirements, with different demands on in-order delivery and uniform latency. 
Observation 4: Non-TCP traffic mix, ranges between UDP and TCP-like requirements, with different demands on in-order delivery and stable latency.
All solutions discussed in FS_ATSSS_Ph3 / Rel-18 for non-TCP traffic splitting (MP-DCCP-LL, MP-QUIC + DATAGRAM for UDP and MP-QUIC + DATAGRAM for IP) will introduce out of order delivery of packet flows due to differences in path characteristics as well as process scheduling.

All solutions discussed for non-TCP traffic splitting, MP-DCCP-LL, MP-QUIC + DATAGRAM for UDP and MP-QUIC + DATAGRAM for IP must cope with these broad range of transport requirements
Observation 5: All solutions discussed for non-TCP traffic splitting must cope with this broad range of transport requirements.

It is therefore essential to provide a solution which resembles as much as possible the typical single-path characteristics, for which it is known that today’s services and transport protocols deal with, unless the particular traffic type or service and therefore its re-ordering requirements are known by some means e.g., by using ATSSS rules or UE internal decisions.
Observation 6: At the last SA2 meeting (SA2#150e) it was widely acknowledged, that re-ordering is a necessity. 
The views differed whether re-ordering 
a) should be specified in 3GPP as in S2-2202728 [1] proposed, 
b) can be left to be specified by IETF, 
c) can be left to the implementer, or 
d) whether to use MPTCP/MP-QUIC for re-ordering 
This paper discusses those ideas, provides measurement results for a better understanding and comparison of the different approaches, and finally some conclusions are drawn and proposals for a way forward are made.
Regarding whether to specify Re-ordering for MP-DCCP/MP-QUIC in IETF:
The only publication that the authors of this document are aware of that deals with re-ordering for non-TCP traffic splitting is at IRTF the draft-amend-iccrg-multipath-reordering: "Multipath sequence maintenance" [2]. IRTF is complementing IETF, in that it focusses on longer term research issues and not directly on standardization. This individual document (non-RG adopted) has no prospect of informing any short term IETF activity. Furthermore, IETF does not strive to specify re-ordering for both protocols MP-DCCP or MP-QUIC. In that, IETF is consistent with its decision to focus on the multi-path protocol itself and not on splitting logic (steering modes) or re-assembly logic. Even if IETF initiated such an activity, it is doubtful if this could be completed in time in order to contribute to Rel. 18 or even a Rel. 19 specification.
Observation 7: Re-ordering for MP-DCCP or MP-QUIC is not on the roadmap of IETF. 

Regarding whether MPTCP or MP-QUIC (without DATAGRAM) are suitable for in-order delivery of non-TCP traffic: 
An opinion that was presented during SA2#150e meeting was to use MPTCP or reliable MP-QUIC without DATAGRAM extension for services/traffic requiring in-order delivery. That has mainly two pitfalls. Using MPTCP or MP-QUIC does not only provide in-order delivery, it also imposes reliability with re-transmission to the carried data-stream. The latter could be an undesirable feature for real-time services, since it comes at the expense of low latency. Another drawback is the so called TCP-Meltdown phenomena, which is caused by stacking reliable protocols. This is especially the case if end-to-end QUIC traffic is proxied over MP-QUIC and further described in "Why TCP Over TCP Is A Bad Idea" [3] and "What is TCP Meltdown?" [4].

Observation 8: MPTCP or MP-QUIC (without DATAGRAM) as such are not suitable for in-order delivery for non-TCP traffic. 

2
Investigation of re-ordering impact for non-TCP traffic splitting
2.1 Measurement Tests Setup
The major traffic share in the Internet can be expected to stay with reliable transmission depicted by either TCP or in future by a dominating QUIC (e.g., HTTP/3). Both protocols share the commonality of strict in-order delivery, including re-transmission. From that perspective it makes sense to demonstrate the effect of re-ordering using at least one of these network protocols. As exemplary steering function the published prototype of MP-DCCP-LL [6] is used to carry above end-to-end protocols in an architecture similar to Figure 1. We generate in this testbed different application traffic, change path characteristics and investigate the performance of re-ordering when it is present in different configurations. The selection of MP-DCCP-LL has no impact on this investigation, as similar results are expected by the MP-QUIC + DATAGRAM extension solution.
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Figure 1: Principal testbed architecture for re-ordering using MP-DCCP-LL
For any tests using QUIC as the carried protocol, the quic-go [5] implementation is used to generate HTTP/3 traffic. iPerf is the tool for any use measurement demonstrating pure UDP or TCP. The general use-case is a greedy transmission of application traffic.
QUIC was chosen because it is the traffic type that is expected to become the dominate one addressed by non-TCP splitting in near future.
2.2 Measurement Test Results

Observation 9: Test results show re-ordering can greatly improve the performance/throughput of reliable flows (e.g. QUIC traffic) with strict in order requirement.
2.2.1 No re-ordering

Packets entering the ATSSS receiver are forwarded in the order they arrive.

Setup: Priority based steering mode with preference on low-latency path, Path delay difference 15ms, 10Mbps both links

UDP end-to-end (iPerf)

[image: image2.png]UDP over MP-DCCP - no Reordering

210"

1.8x107

1.6x107

1.4x10"

H
5 12q0

£
1x107
8x10°
6x10°
4x10°

\ //
\/
¥
|
—— - — — - - e - - - - -
Primary link —+—
Secondary link ——
Multi path tunnel device
5 10 15 20 2 30 35

Time [s]

40



 

Services without sensitivity to reliability and order of delivery gain maximum aggregation performance.

TCP end-to-end (iPerf)
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Note: Average goodput measured by iPerf = 12.0 Mbits/sec and indicates, as per the measurement diagram, that throughput is wasted for unnecessary re-transmissions.
Out-of-order data reception causes Duplicate Acknowledgements (DupACKs) in TCP,which TCP’s congestion control (CC) interprets as error prone transmission. Consequently, the CC reduces the send window to avoid overflowing into the secondary path, impacting the total achievable throughput adversely.

QUIC end-to-end (quic-go)
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Similar to TCP’s DupACK strategy, RFC9000 (QUIC) specifies a similar mechanism which causes the quic-go implemented congestion control to assume packet loss. This prevents the bundling of the secondary path (green) with the higher latency and the primary path (purple) is used almost exclusively. The end-to-end stream (blue) is limited therefore by the primary path capabilities. (Note: the primary link throughput is greater than the end-to-end stream due to the tunnel overhead)

Observation 10: For services without sensitivity to reliability and order of delivery work well without re-ordering, otherwise re-ordering is needed.

2.2.2 Sequence number based re-ordering with static expiration timer

Multi-path protocols with a connection sequencing mechanism enables the receiver to determine the order of data as generated by the sender. This offers the possibility to re-assemble the data stream after the likely data scrambling due to transmission across disjoint paths. This attempts to overcome the severe issues for the dominating part of the traffic mix as presented in the “No re-ordering” measurement above.

The challenge in this process is the handling of packet loss which might occur in MP-DCCP or MP-QUIC + DATAGRAM extension. A solution is to use an expiration timer which is instantiated whenever a gap in the sequence number arises. This expiration timer specifies the maximum amount of time after which packet loss is assumed, and the re-ordering process continues with the next expected sequence number.

Sequence number based re-ordering does not compensate for the latency difference between paths, which means that if a series of connected packets is sent over a first path without packet loss, the re-ordering process forwards them accordingly and end-to-end latency is dominated by the first path. If this is followed by a series of packets over the secondary path, the end-to-end latency adjusts to the one of the secondary path.

Setup: Priority based steering mode with preference on low-latency path, Path delay difference variable, 10Mbps both links, Expiration timer value 50ms

Path delay difference (15ms) below expiration timer value (50ms) – quic-go

[image: image5.png]Throughput [Mbps]

QUIC over MP-DCCP - Reordering - Static timer

210"

1.8x107

1.6x107

L4x107

1.2x107

1x107

8x10°

6x10°

4x10°

2x10°

Primary link ——
Secondary link ——
Multi path tunnel device

—_—_—

Time [s]

25 30 35 40

a5



 

In the case where no packet loss occurs, CC of the carried data stream is not latency sensitive, and qui-go re-ordering buffer can compensate for the latency difference. Sequence number based re-ordering with a static expiration timer is the simplest solution to achieve in-order delivery and therefore good aggregation performance.

Path delay difference (15ms) below expiration timer value (50ms) with latency sensitive CC – TCP BBR (in the absence of quic-go BBR implementation)
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BBR controlled traffic experiences latency changes whenever the steering mode alternates between both paths. The change in path may cause latency jumps which will confuse latency sensitive CC, interpreting this as increasing latency due to buffer bloat, and causing throttling of throughput.

Equal path latencies, but packet loss introduced. Comparison with and without fast packet loss detection – TCP BBR

Packet loss introduced in the primary path: 1% 

Fast packet loss detection exploits path and connection sequencing to detect packet loss much earlier than when the packet loss detection timer expires. Most latency spikes caused by the expiration of the timer are avoided and provides therefore a more stable end-to-end latency. This further helps the carried service to detect earlier the packet loss in its receiver and request re-transmission from its sender. 

[image: image7.png]8x10°

7x10°

Throughput [Mbps]

g

2x10°

1x10°

TCP-BBR over MP-DCCP - Reordering - Static timer - NO Fast loss detection

10

20

30

40

50
Time [s]

60

primary link ——
Secondary link —<—

Mult path tunnel device

70

80 £

100



 [image: image8.png]Throughput [Mbps]

210"
1.8x107
1.6x107
L4x107
1.2x107

1x107

8x10°
6x10°
4x10°

2x10°

TCP-BBR over MP-DCCP - Reordering - Static timer - Fast loss detection enabled

10

20

30

40
Time [s]

Mult path tunnel device

50

primary link ——
Secondary link —<—

60 70 80



 

In case no fast packet loss detection is available, a latency sensitive TCP BBR stream is not able to achieve aggregation and even worse, falls below the single path capabilities (<10 Mbps). With fast packet loss enabled, the end-to-end latency is more stabilized when the expiration of the static timer can be avoided and leads therefore to an aggregation benefit.

Fast packet loss detection is therefore suitable to complement re-ordering, but does not help to compensate the general latency difference which exists between disjoint path at outlined in the measurement one above.

Path delay difference (70ms) above expiration timer value (50ms) – quic-go
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A path latency difference which is beyond the re-ordering capabilities, given by the static expiration timer, leads to out-of-order arrival with the effect known from the No re-ordering

 REF _Ref102393597 \r \p \h 
 measurements.

Observation 11: If traffic characteristic is known to deliver good results with Sequence number based re-ordering with static expiration timer this mode can be used, otherwise a more advanced re-ordering is needed.

Observation 12: In case more advanced re-ordering is needed both UE and UPF (i.e. UL and DL) need align not to use Sequence number based re-ordering with static expiration timer traffic.

2.2.3 Sequence number based re-ordering with dynamic expiration timer

An enhancement to the re-ordering mechanism leveraging a static expiration timer, the timer period can be dynamically adjusted to the path latency difference. Calculating the path latency difference requires timing information, e.g., using the MP_RTT option from MP-DCCP.

In path setups with heterogenous and volatile characteristics this provides two benefits compared to the scenario with static expiration timer. When the path latency is much lower than the static expiration timer is typically configured to, this helps to minimize the spikes introduced by the head-of-line blocking when it is waited for outstanding packets. On the other hand, it provides re-ordering support for path latency differences which develops beyond a static expiration timer. To avoid undesired high latency differences along with huge re-ordering buffer resources, an upper boundary for the dynamic expiration timer helps. The latter scenario is picked for the measurement scenario below.

Beyond that, the results are the same as presented with the static expiration timer.

Setup: Priority based steering mode with preference on low-latency path, Path delay difference variable, 10Mbps both links

Path latency difference (20ms) beyond a scenario with static expiration timer value of 15ms – quic-go
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In comparison to the scenario with a static expiration timer (right), the measurement with the dynamic expiration timer (left) is able to incorporate the packets over the slower path into the re-ordering process and avoid therefore DupACKs.

Observation 13: In case of frequent changes of path latency difference the expiration timer needs to be dynamic. 
2.2.4 Path latency difference compensation

The way to deal with end-to-end traffic, which is reacting on fluctuating latency with reduced performance (e.g., latency sensitive CC), is to provide a uniform latency. The disjoint path latencies have to be equalized in a sense that the faster path packets are delayed and converge with the latency of the slower path. As long as the resulting uniform latency does not go beyond application support, QoS is not affected. Since typically most services run fine over the individual access in a single-path scenario, this let not assume issues with a converged latency.

In that this approach prepare to provide a solution for the “Path delay difference below expiration timer value with latency sensitive CC – TCP BBR (in the absence of quic-go BBR implementation)” measurement.

Setup: Priority based steering mode with preference on low-latency path, Path delay difference 15ms, 10Mbps both links, Dynamic expiration timer, Path latency difference compensation
Re-ordering of traffic which is sensitive to disjoint path latencies
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A carried, BBR controlled, data stream is not recognizing a switch in the latency if traffic is simultaneously sent over disjoint paths and aggregation is achieved.

Observation 14: In case a stable end to end latency is required packets on the lower latency path need to be delayed. 
3
Conclusion and Proposal

Regarding the aspect on "How to treat out-of-order delivery caused by per packet-splitting." from key issue #2 we observed, conclude and propose the following:
Observation 1: Latency/Jitter and Out of order packet delivery are even bigger challenges in multi-path than in single path scenarios.

Observation 2: TCP's and QUIC's reliable and in-order delivery transport characteristic is ensured by flow and congestion control with specific demand on latency/jitter and order of delivery.

Observation 3: There exists UDP traffic which does not need flow and/or congestion control at all or with lower quality demand on latency/jitter and order of delivery.
Observation 4: Non-TCP traffic mix ranges between UDP and TCP-like requirements with different demands on in-order delivery and stable latency.

Observation 5: All solutions discussed for non-TCP traffic splitting must cope with this broad range of transport requirements.

Observation 6: At the last SA2 meeting (SA2#150e) it was widely acknowledged, that re-ordering is a necessity. 

Observation 7: Re-ordering for MP-DCCP or MP-QUIC is not on the roadmap of IETF. 

Observation 8: MPTCP or MP-QUIC (without DATAGRAM) as such are not suitable for in-order delivery for non-TCP traffic. 
Observation 9: Test results show re-ordering can greatly improve the performance/throughput of reliable flows (e.g. QUIC traffic) with strict in order requirement.
Observation 10: For services without sensitivity to reliability and order of delivery work well without re-ordering, otherwise re-ordering is needed.

Conclusion 1: As both services without sensitivity to reliability and order of delivery and services with sensitivity to reliability and order of delivery need to be supported, it is essential to have a switch to activate or de-activate re-ordering in the context of a MA-PDU session.
Proposal 1: ATSSS Phase 3 to provide a solution for a switch to activate or de-activate re-ordering in the context of a MA-PDU session

Observation 11: If traffic characteristic is known to deliver good results with Sequence number based re-ordering with static expiration timer such a mode can be used, otherwise a more advanced re-ordering is needed.
Observation 12: In case more advanced re-ordering is needed both UE and UPF (i.e. UL and DL) need align not to use Sequence number based re-ordering with static expiration timer.

Observation 13: In case of frequent changes of path latency difference the expiration timer needs to be dynamic. 

Observation 14: In case a stable end to end latency is required packets on the lower latency path need to be delayed. 
Conclusion 2: As there might be the scenario where it is not clear which sort of traffic is transported, the “worst-case” has to be assumed which put the highest challenge to the re-ordering process as any range of carried transport behavior between UDP (no requirements) and TCP (strict in-order delivery) can apply. Measurement results have proven that best coverage of this cases is given by a combination of:

· Sequence number based re-ordering

· Dynamic expiration timer for assuming packet loss 

· Fast packet loss detection using connection and path sequencing information

· Path latency difference compensation

and provides a stable experience close to single-path transport.

Proposal 2: ATSSS Phase 3 to specify at least one re-ordering mode which can handle any scenario.
Conclusion 3: If carried traffic characteristic is known, e.g. due to matching ATSSS rules, with less demand on re-ordering simplified re-ordering is possible. 

Proposal 3: ATSSS Phase 3 to specify at least one simpler re-ordering mode for negotiation.
Beyond re-ordering, the above mechanisms can be the basis to detect and remove duplicate packets when split using the redundant steering mode [7].
Conclusion 4: Redundant steering mode and Packet Reordering both have the same requirement to detect packet loss in order to manage queue size and minimize e2e application latency. Furthermore it can be used for duplicate packet filtering.
Proposal 4: Consider re-ordering for redundant steering mode.
4
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