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1	Persistent UE addresses even when PSA UPF changes
With MEC and/or 5G-LAN, it may be desired to anchor PDU sessions at distributed PSA UPFs closer to RAN for more optimal traffic pattern to achieve low latency. In the meantime, when a UE changes its PSA UPF, current SSC modes do not allow persistent UE address to be retained, yet it may be desired to assign persistent UE addresses either for ease of application handling or as a premium service.
KI #2 in 23.748 (Study on enhancement of support for Edge Computing) lists some aspects of Edge Relocation. The following two aspects have not been satisfactorily addressed: 
-	Whether existing SA WG2 mechanisms (e.g. ULCL/BP insertion/relocation, SSC mode 2/3, AF influence on traffic routing, and LADN) suffice or whether there are gaps to be addressed that could introduce improvements in Quality of Experience compared to existing solutions.
-	How to handle changes of the (local) PSA when applications do not support the change of client address.
If UEs can retain their addresses even when they switch to a different PSA UPF, then the problem no longer exists.
Persistent UE addresses can be achieved via the following enhancements to SSC Mode 2:
The 5GC allocates an address pool for persistent IP address allocation. This pool can be used for scenarios besides MEC. If address allocation is done by an external DHCP server on the DN, the server should cover multiple local DNs and maintain an address pool for persistent IP address allocation across the local DNs.
During a UE's PDU registration, the SMF allocates an address from the persistent address pool if requested by the UE and allowed by the subscription policy, or if the SMF determines that a persistent address should be allocated (e.g. for the purpose of MEC access).
Suppose DHCP is used for address allocation and a persistent address is needed for the UE. If the SMF acts as the DHCP server it allocates an address from the persistent address pool. If the SMF acts as the DHCP relay agent for an external DHCP server on the DN, it specifies the persistent address pool in the DHCP messages relayed to the external DHCP server.
When a UE is anchored to a UPF and the address is not allocated from the local pool of the UPF, the UPF advertises a host route for the address into the DN.
When a UE is de-anchored from a UPF and the UPF previously advertised a host route for the UE address into the DN, the UPF withdraws the host route for the address from the DN.
2	Concerns with the above proposal
When the proposal was discussed before, there were two concerns:
· Scaling of host routes in the DN
· [bookmark: _Hlk102713853]Using CLCL UPF along with central PSA UPF already solves the problem 
This discussion paper tries to provide some counter arguments in the following section. 
3	Discussions on the above-mentioned concerns
3.1	Scaling of Host Routes in DNs
Using host routes in DNs is a mature solution and nothing special to IETF (that defines DN technologies) or operators (that operate DNs). There are also the following considerations.
3.1.1 Host routes vs. session state
In the central PSA UPF model, there are per-session state on the central UPF. Down link traffic from the DN matches the per-session state on the central PSA UPF and is forwarded to appropriate RAN node over GTP-U tunnels. The per-session state is established on the PSA UPF via N4 signaling to the PSA UPF.
With distributed PSA UPF (and removal of the central PSA UPF), the per-session state moves to the distributed PSA UPFs. When persistent UE addresses are not required, each UPF advertise prefix routes to the DN (so that DL traffic can be routed in the DN to appropriate PSA UPFs).
For persistent UE addresses, even though host routes need to be announced to the DN, notice that the host routes correspond to the per-session state that the previous (now removed) central PSA UPF maintains. In fact, each host route may be lighter-weighted compared to the per-session state.
It is also worth pointing out that, in case of Ethernet PDU sessions, the UEs always have persistent (MAC) addresses (that are not assigned by 5GC). The MAC addresses are similar to host IP addresses, and use of host routes in DNs is needed after all – at least for Ethernet PDU sessions.
3.1.2 Additional considerations about host routes
The following are some additional considerations about using host routes in the DN.
3.1.2.1 Persistent UE address only when desired
Notice that not all UEs need persistent addresses. An operator may offer it as a premium service so that only certain UEs will get persistent addresses and only those need host routes. This may significantly reduce the number of host routes – a distributed PSA UPF announces to the DN prefix routes (for non-persistent UE addresses that the UPF is responsible for) and host routes (for persistent UE addresses of UEs anchored at the UPF).
3.1.2.2 Host route advertisement via Border Gateway Protocol (BGP)
For possible concern that the DN routing protocols may not be able to handle the scale of necessary host routes, besides the consideration in the above 3.1.2.1, the following is worth to point out.
[bookmark: _Hlk102714124]With distributed PSA UPFs, the DN is most likely implemented as a Virtual Private Network (VPN). With VPN, the routes are exchanged via BGP protocol among the Provide Edge (PE) routers (that the UPFs are attached to via N6 interface), and it is known to scale to millions of (host or prefix) routes. 
3.1.2.3 Hub and Spoke model
When a previously central PSA UPF is replaced with a set of distributed PSA UPFs, UE-UE traffic may be significantly optimized because it can be locally routed by the common PSA UPF or among nearby PSA UPFs w/o going through a central PSA UPF.
While a distributed PSA UPF can maintain all host routes announced by other distributed PSA UPFs to always allow optimal UE-UE traffic for those with persistent UE addresses (even when different distributed PSA UPFs are involved), if that optimization is not required then each distributed UPF only need to maintain a default route to a hub router, which does maintain all host routes. This is referred to as Hub and Spoke deployment model (the distributed UPFs are referred to as spokes) and it is a very mature routing solution. Notice that the hub router plays a similar role of the previously central PSA UPF (as far as traffic path is concerned), though it is a purely a DN routing function not a 5G UP function.
It is also worth pointing out that even though a DN may be (connected to) the Internet, the host routes will not be advertised into the Internet. They will be aggregated at border routers that connect to the Internet, just like how prefix routes (for non-persistent UE addresses) are aggregated at the border routers.
3.2	Use of ULCL
23.748 lists three connectivity models, two of which are relevant to this document and are quoted below:
-------- 23.748 quote --------
[bookmark: _Toc31192311][bookmark: _Toc31192471][bookmark: _Toc31192962][bookmark: _Toc31616141][bookmark: _Toc31616203][bookmark: _Toc31616279][bookmark: _Toc31616355][bookmark: _Toc43317226][bookmark: _Toc43374698][bookmark: _Toc43375159][bookmark: _Toc43801683][bookmark: _Toc43805949][bookmark: _Toc43806256][bookmark: _Toc50466785][bookmark: _Toc50468129][bookmark: _Toc50468399][bookmark: _Toc50468670][bookmark: _Toc50630551][bookmark: _Toc54943900][bookmark: _Toc54945376][bookmark: _Toc54945763][bookmark: _Toc57104569][bookmark: _Toc57104953][bookmark: _Toc57106298][bookmark: _Toc59102065]4.2	Connectivity Models for Edge Computing
5GC supports at least following three connectivity models to enable Edge Computing:
-	Distributed Anchor Point: the PDU Session anchor is moved far out in the network, to the local sites. It is the same for all the user PDU session traffic. Re-anchoring (SSC#2 and SSC#3) is used to optimize traffic routing for all applications when moving long distances.
-	Session Breakout: The PDU session has a PDU Session anchor in a central site and a PDU Session anchor in the local site. Only one of them provides the IP anchor point. The Edge Computing application traffic is selectively diverted to the local PDU Session anchor using UL Classifier or multihoming BP technology. Re-anchoring of the local PDU Session anchor is used to optimize traffic routing for locally diverted traffic as the user moves.
-------- end of quote ---------
The Persistent UE addresses enhancement is to the Distributed Anchor Point model.
While the Session Breakout method mentioned above can be used to achieve the same goal, a ULCL UPF is different from a PSA UPF. Different signaling and implementation are needed. Whenever a UE attaches to a different ULCL UPF, UL classifier rules need to be set up on the new ULCL UPF and removed from the old ULCL UPF.
With persistent UE addresses supported with the Distributed Anchor Point model, there is no need for ULCL UPF or central UPF anymore, and the management of host routes belong to the DN operator not 5GC. This is a simplification both in the 5GC architecture and implementation/deployment, and it does not increase the scaling burden as discussed earlier.
Therefore, supporting persistent UE addresses with the Distributed Anchor Point model is better than relying on Session Breakout model.
4	Objective
The procedures required to support persistent UE addresses are simple and straightforward in 5GC. Use of host routes in the DN is actually outside 5GS and modern routers have no problem with that.
If enough consensus and support can be obtained through the discussions, we would like to introduce the enhancement as a TEI18 WID with appropriate changes to 23.501:
· [bookmark: _Hlk102714263]A small change in 5.6.9.1 of 23.501 about SSC Mode 2 for a PDU session to optionally retain persistent UE addresses even when it anchors at different PSA UPFs
· Changes in “5.8.2.2	UE IP Address Management” of 23.501 about allocating persistent IP addresses from a central pool
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