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Abstract of the contribution: This document updates the scenario of KI#5 and the related Solution 22 to address the Editor's Notes captured in SA2#150E.

1.	Discussion
1.1	Introduction
In SA2#150E Figure 5.5.2-1 was added to the TR to describe the Edge Node Sharing scenario taken from the GSMA OPG.02 document. 
Proposal 0: It is proposed to remove the figure and point directly to the figure in the original GSMA OPG.02 document.
When Solution 22 incorporated in TR 23.700-48 in SA2#150E, some Editor's Notes were introduced to address certain open issues. The subsequent clauses will address the different Editor's Notes.
1.2	Low latency requirement for inter-PLMN traffic routing
The following Editor's Note was introduced for all three options of Solution 22 in clauses 6.22.2.0, 6.22.2.1 and 6.22.2.2: 
Editor's note:	How to support the low latency requirement for edge computing when the traffic routing from MNO1's UPF to MNO2's DN is FFS.
The scenario captured in Key Issue #5 (see TR 23.700-48 clause 5.5.2) is Edge Node Sharing scenario described in clause 3.3.5 of the GSMA OPG.02 requirement document. In which it is stated that
“Two operators may decide to share edge nodes to maximise their edge presence.”
And
“Note that network resources remain managed by Operator B, the operator providing the actual mobile network connection to the user, and IP connectivity between Partner A's edge node and Operator B is managed to ensure end-to-end QoS delivery for the subscriber.”
So, the assumption for this scenario (and for the related solutions) is that the connectivity between MNO1’s UPF and MNO2’s DN is already in place and that it meets the end-to-end QoS requirements for the Edge Computing service delivered to the subscriber. Notice also that such dedicated IP connectivity would allow to access MNO2’s DN even in case it is not publicly accessible.
Notice in addition that the incoming LS from 5GAA WG4 on gMEC4AUTO (S2-2203633) includes different scenarios that require inter-PLMN low latency communication. In particular, Scenario 3B included in the attachment of the LS (see Figure 1), is very similar to the Edge Node Sharing of GSMA OPG:
[image: ]
Figure 1: Scenario 3B identified by 5GAA (S2-2203633)
Proposal 1: It is proposed to remove the Editor's Notes in the related clauses of the solution description and add a Note to the Scenario description in clause 5.5.2 to capture the assumption that the IP connectivity between the MNO1’s UPF and the MNO2's DN meets the end-to-end QoS requirements for the service.
1.3	Usage of EDNS Client Subnet information in Option 0
In clause 6.22.2.0 describing Option 0 (based on SMF configuration) it remained to be clarified how the EDNS Client Subnet information can be determined by the SMF:
Editor's note:	How SMF determines information of ECS option for the DNS query is FFS.
As described in TS 23.548 clause 6.2.3.2.2 for Rel-17 “The SMF may use following information to create DNS message handling rules associated with a PDU Session:
-	Local configuration associated with the (DNN, S-NSSAI, Internal Group Identifier) of the PDU Session; and/or
-	EAS Deployment Information provided by the AF or preconfigured in the SMF; and/or
-	Information derived from the UE location such as candidate L-PSA(s); and/or
-	PDU Session information, like PDU Session L-PSA(s) and ULCL/BP; and/or
-	Internal Group Identifier received in the Session Management Subscription data from the UDM;
NOTE 7:	For example, the SMF can derive the IP address for ECS based on the N6 IP address(es) associated with serving L-PSA(s) locally configured or in the NRF.
NOTE 8:	Providing in DNS EDNS Client Subnet option an IP address associated with the L-PSA UPF protects the privacy of the (IP address of the) UE.”
The same principle of NOTE 7 can be applied to the case of the SMF configured with inter-PLMN EAS information.  The ECS Option is based on the UE location, not on in which PLMN the EAS is deployer. Consequently, it is proposed to:
Proposal 2: remove the Editor's Note related to the determination of the information for the ECS (EDNS Client Subnet) option by the SMF.
1.4	Feasibility of shared EASDF for network operator in Option 1
In order to address this Editor's Note
Editor's note:	Whether the shared EASDF is feasible for network operator is FFS. Checking with GSMA may be needed in the future.
of clause 6.22.2.1, we need to refer to the scenario described in clause 5.5.2 of the TR where the assumption is that at least two operators decided “to share edge nodes to maximise their edge presence”. If this is the case, the proponents of this paper believe that it is also feasible to share a network entity like the shared EASDF.  While an involvement of GSMA should not be precluded, mentioning it implies that we are discussing about deployment options. From a technical point of view no issues were identified with the shared EASDF solution.
Proposal 3: remove the Editor's Note and decide at evaluation phase whether GSMA needs to be contacted or not. 
1.5	Other editor's notes
In clause 6.22.2.1 for
Editor's note:	How sSMF creates DNS context on shared EASDF is FFS.
is clarified that the sSMF can create the DNS context on the shared EASDF as for a regular EASDF with the assumption that the sSMF has access to it.
Proposal 4: remove the Editor's Note and add a clarifying text. 
In clause 6.22.2.2 the following
Editor's note:	How sSMF determines the proper pEASDF is FFS.
is addressed by clarifying that the EAS Deployment Information needs to be extended with the PLMN ID(s) and (DSN Query) Filter(s) to locate the appropriate pEASDF.
Proposal 5: remove the Editor's Note and add details of EAS Deployment Information. 
In clause 6.22.3.1, for 
Editor's note:	How sSMF creates DNS context on shared EASDF without having the UE's public IP address is FFS
it is proposed
Proposal 6: replace the EN with a NOTE explaining that the SMF knows the UE's public IP address based on interaction with the NAT server or on implementation specific ways.
2.	Text proposal
It is proposed to agree the following changes vs. TS 23.700-48:
[bookmark: _Hlk67396857]>>>>BEGINNING OF CHANGES<<<<
[bookmark: _Toc101008247]5.5.2	Scenarios
Clause 3.3.5 of the GSMA OPG.02 [5] requirement document introduces the Edge Node Sharing scenario in which EAS A (hosted by Operator A) is to be accessed by Operator B's network (see Ffigure 2 of in clause 3.3.5 of GSMA OPG.02 [5] in figure 5.5.2-1 below). The same modelling and solutions of a 3rd party provider hosting the EHE are considered. 


Figure 5.5.2-1: Edge Node Sharing scenario as per GSMA OPG.2 [5]
In figure 5.5.2-1, tThe following terms defined in the GSMA OPG.02 [5] requirement document are used:
E/WBI	East/Westbound Interface
OP	Operator Platform
SBI-CR	Southbound Interface – Cloud Resources
SBI-NR	Southbound Interface – Network Resources
UNI	User to Network Interface

>>>>NEXT CHANGE<<<<
[bookmark: _Toc101008368]6.22.2	Functional description
[bookmark: _Toc101008369]6.22.2.0	Option 0: SMF configuration
This solution is based on the Rel-17 EAS based discovery procedures with the assumption that the SMFs of each PLMN Sharing Edge Nodessupporting the OP federation need to be configured with the DNAI values associated to the EAS' hosted by the other OperatorsOPs of the federation. More in details:
-	the SMF needs to know the EAS deployment information of the EAS running on other PLMN's edge infrastructure e.g., IP address range(s)/FQDN(s).
	For example, if the EAS is running in MNO 2's PLMN#2, when the EAS discovery is triggered, the EASDF in MNO 1's PLMN#1 will receive the DNS response from the DNS server knowing the EAS' address and will forward the EAS' address to the SMF in PLMN#1.
-	At this point, after the SMF gets the IP address of EAS running in PLMN#2, in order to know that the EAS is instantiated in PLMN#2's edge infrastructure, it is required that the SMF knows the mapping between the PLMN ID of the PLMN hosting the EAS and the corresponding IP address received as a result of the DNS query so that the SMF can steer the user plane path towards the PLMN#2's domain. This may require an update of the SMF each time an EAS is added or removed.
Editor's note:	How SMF determines information of ECS option for the DNS query is FFS.
Editor's note:	How to support the low latency requirement for edge computing when the traffic routing from MNO1's UPF to MNO2's DN is FFS.
[bookmark: _Toc101008370]6.22.2.1	Option 1: Shared EASDF
This option is based on the concept of shared EAS Discovery Function (shared EASDF), which is a new network entity shared among multiple operators and used to support the discovery of EAS for shared federated Edge Nodesedge services.


Figure 6.22.2.1-1: Architecture with deployed Shared EASDF
The Shared EASDF is a new network entity deployed in the core network and shared among the PLMNs of the MNOs that supporting Edge Node Sharing a federation of Operator Platforms (OPs). The shared EASDF is hosted by a one PLMN of the federation. The PLMN hosting the shared EASDF is the anchor PLMN. The communication between other PLMNs and the shared EASDF takes place via the serving EASDF (sEASDF) and the serving SMF (sSMF), that is via the EASDF and the SMF of the PLMN serving the UE. The sSMF handles the DNS context on the shared EASDF in a similar way as for the sEASDF, i.e., via the Neasdf_DNSContext_Create service.
Editor's note:	Whether the shared EASDF is feasible for network operator is FFS. Checking with GSMA may be needed in the future.
Editor's note:	How sSMF creates DNS context on shared EASDF is FFS.
The shared EASDF stores EAS deployment information such as EAS address hosted by other PLMNs within the federation. An operator in the federation needs to update its EAS information in the shared EASDF any time a change is applied (e.g., an EAS is added/modified/removed, or an MNO joins or leaves sharing of Edge Nodesa federation).
Editor's note:	How to support the low latency requirement for edge computing when the traffic routing from MNO1's UPF to MNO2's DN is FFS.
[bookmark: _Toc101008371]6.22.2.2	Option 2: Per-PLMN EASDFs
This solution option is based on the communication between the EASDFs of the different PLMNs of the MNOs that support sharing of Edge Nodes a federation of OPs. The EASDF of a PLMN manages information for EAS' that are hosted by the Edge Data Network of that PLMN, and the EASDF of a PLMN can interact with other PLMNs' EASDFs to support Edge Node Sharinga federation of operator platforms.
Architecture


Figure 6.22.2.2-1: Architecture with per-PLMN EASDF
In the figure above:
-	serving EASDF (sEASDF) and the serving SMF (sSMF) are, respectively, the EASDF and the SMF of the PLMN of the federation that is currently serving the UE;
-	partner EASDF (pEASDF) is the EASDF of the partner PLMN in the federation which hosts the Edge Application Server whose service is desired.
Editor's note:	How to support the low latency requirement for edge computing when the traffic routing from MNO1's UPF to MNO2's DN is FFS.
Editor's note:	How sSMF determines the proper pEASDF is FFS.
EAS Deployment Information extension
By using the Nnef_EASDeployment APIs, the AF provides to the CN the EAS Deployment Information (see TS 23.548, Table 6.2.3.4-1). Such information needs associated to the additional PLMN ID(s) and FQDN filter/DNS server address filter(s) to help the SMF identify, during EAS discovery, where the EAS is located. Table 6.22.2.2-1 shows the filtering information used to select the proper EAS and Table 6.22.2.2-2 shows some examples of FQDN/DNS server address filter(s).

Table 6.22.2.2-1: NEW: Filtering table for EAS Deployment Information
	Parameters
	Description

	PLMN ID(s) – NEW 
	Used to identify in which PLMN the EAS is located [optional]

	Filter(s) – NEW 
	Used to identify where the EAS is located
[optional]



Table 6.22.2.2-2: NEW: Examples of Filters for EAS Deployment Information
	DNS query content or DNS resolution
	DNS server address or FQDN filter
	Result

	MNO1.xrgaming.edge
	MNO1.*
	Matched, select EASDF of MNO1

	Battle.gamingX.edge.com
	*.gamingX.edge.*
	Matched, serving MNO knows in which MNO ‘gamingX’ is running, so select the MNO’s EASDF

	11.123.45.22
	11.123.*
	Matched, selected the EASDF of MNO1, which is corresponding to 11.123.* 



EAS Discovery
The EAS discovery is based on the existing EAS discovery procedures described in TS 23.548 [3], with the following changes:
-	provisioning of EAS deployment information to 5GS:
-	For each of its EASs, the application service provider (via the AF) provides each PLMN of the federationsharing Edge Nodes with the EAS deployment information with PLMN ID, DNAI, and (list of) FQDNs necessary to discover the EAS within the federation. Such information is stored in the UDR following the EAS Deployment Information Provision from AF via NEF procedure (TS 23.548 [3], clause 6.2.3.4.2).
-	The SMF retrieves the EAS deployment information from the UDR (TS 23.548 [3], clause 6.2.3.4.3), and provides the following pieces of information to the EASDF (TS 23.548 [3], clause 6.2.3.4.4):
a)	FQDN filter: the list of filters regarding FQDN in the DNS query from the UE;
b)	DNS server address filter: the list of filters regarding DNS server address in the DNS query from the UE;
c)	PLMN ID associated with the FQDN filter or DNS server address;
d)	Action: DNS query forwarding to the target pEASDF, reporting to the SMF.
-	EAS discovery:
-	At EAS discovery (TS 23.548 [3], clause 6.2.3.2.2), the sEASDF determines the target pEASDF associated with the PLMN ID, if the received DNS query (from the UE) meets the following conditions:
-	the FQDN in the DNS query matches with the configured FQDN filter associated with the DNAI/PLMN ID;
-	the DNS server address in the query matches with the configured DNS address filter with the DNAI/PLMN ID.
-	Based on the indication by the sSMF, the sEASDF forwards the query to target pEASDF.
-	Target pEASDF replies with the specific DNAI/PLMN ID result.
-	The result is reported to the sSMF.
[bookmark: _Toc101008372]6.22.3	Procedures
[bookmark: _Toc101008373]6.22.3.0	Option 0: SMF configuration
This option re-uses the EAS discovery procedure defined in TS 23.548 [3], clause 6.2.3.2.2.
[bookmark: _Toc101008374]6.22.3.1	Option 1: Shared EASDF
Figure 6.22.3.1-1 describes a modified EAS discovery procedure based on the Rel-17 procedure described in TS 23.548.


Figure 6.22.3.1-1: Modified EAS discovery (TS 23.548 [3] clause 6.2.3.2.2) for Option 1 and Option 2
The procedure is based on the EAS discovery procedure defined in TS 23.548 [3], clause 6.2.3.2.2, with the following changes:
-	new step 9a: based on the DNS message report sent by the sEASDF in steps 8/9, the SMF selects the shared EASDF.
-	new step 9b/c: the sSMF creates the DNS context in the shared EASDF.
Editor's note:	How sSMF creates DNS context on shared EASDF without having the UE's public IP address is FFS.
NOTE:	In case of IPv4 it is assumed that the SMF knows the UE’s public IP address. This can be done based on interaction with the NAT server and/or on implementation specific ways.
-	steps 10/11: the sSMF instructs the sEASDF to forward the DNS query to the shared EASDF. The sSMF provides to the serving EASDF the FQDN filter (e.g., FQDN ranges) to be reported. The FQDN filter indicates that the shared EASDF needs to be contacted to resolve the DNS query.
-	new step 11a: the sEASDF forwards the DNS query to the shared EASDF.
Editor’s Note: how the DNS query is matched with the DNS context for the UE is FFS.
-	new step 13a: the shared EASDF resolves the DNS query and sends the DNS reply to the sEASDF.
NOTE:	Alternatively to steps 11a/13a, the DNS query can be forwarded by the sEASDF to the shared EASDF via the SMF.
[bookmark: _Toc101008375]6.22.3.2	Option 2: Per-PLMN EASDFs
Figure 6.22.3.2-1 describes the modified EAS discovery procedure based on the Rel-17 procedure described in TS 23.548.


Figure 6.22.3.2-1: Modified EAS discovery (TS 23.548 [3] clause 6.2.3.2.2) for Option 2
The procedure is based on the EAS discovery procedure defined in TS 23.548 [3], clause 6.2.3.2.2, with the following changes:
-	new step 9a: based on the DNS message report sent by the sEASDF in steps 8/9, the SMF selects the pEASDF.
-	steps 10/11: the sSMF instructs the sEASDF to forward the DNS query to the partner EASDF. The sSMF provides to the serving EASDF the FQDN filter (e.g., FQDN ranges) to be reported. The FQDN filter indicates that the partner EASDF needs to be contacted to resolve the DNS query.
-	new step 11a: the sEASDF forwards the DNS query to the pEASDF.
Editor’s Note: how the DNS query is matched with the DNS context for the UE is FFS.
-	new step 13a: the pEASDF resolves the DNS query and sends the DNS reply to the sEASDF.
[bookmark: _Toc101008376]6.22.4	Impact on existing entities and interfaces
[bookmark: _Toc101008377]6.22.4.0	Option 0: SMF configuration
SMF:
-	needs to know EAS deployment information (IP address range(s)/FQDN(s)) of each EAS running in the PLMNs of the operators supporting Edge Node Sharingthe OP federation;
-	needs to be configured with mapping between EAS deployment information and PLMN ID. If EAS' are added or removed, the configuration information needs to be updated.
[bookmark: _Toc101008378]6.22.4.1	Option 2: Shared EASDF
EASDF:
-	requires capability to communicate with shared-EASDF forward DNS query to and receive DNS response.
Shared-EASDF:
-	needs to be configured with IP range/FQDN of list of all EAS' running in PLMNs of operators participating in the Edge Node SharingOP federation.
SMF:
-	needs to be configured with shared-EASDF address.
[bookmark: _Toc101008379]6.22.4.2	Option 3: Per-PLMN EASDFs
EASDF:
-	requires capability to communicate with EASDFs of another PLMN to forward DNS query to and receive DNS response.
SMF:
-	needs to be configured per-PLMN EASDF addresses.
AF:
· Provides CN with EAS Deployment Information with PLMN ID(s) and/or Filters.
>>>>END OF CHANGES<<<<
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