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Abstract of the contribution: This contribution proposes to add a solution for a KI#8: Supporting Federated Learning in 5GC.

1 Discussion
As indicated in Key Issue #8: Supporting Federated Learning in 5GC, there are several NWDAF(containing MTLF)distributed in an operator, where each NWDAF(containing MTLF)is responsible for AI model training based on collected data per certain area. 

It looks necessary that various data from wide area is needed to train a better ML model for operator however it is difficult for NWDAF containing MTLF to collect all the raw data from distributed data source in different areas. For example, as in shown in figure 1 below, the raw data per serving area is stored in each local NWDAF(MTLF).  
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Figure 1: Distributed NWDAF deployment in a PLMN
It is proposed to utilize Federal ML learning to train a ML model by retrieving the useful information from the raw data from distributed data source over wide area but not require to collect/store all the raw data from distributed data source over the wide area.
Extract from Key Issue #8: Supporting Federated Learning in 5GC

Current enablers for network automation architecture by NWDAF still faces some major challenges as follows:
-
User data privacy and security (protected by e.g. GDPR) has become a worldwide issue, it is also difficult for NWDAF to collect UE level network data.

-
With the introduction of MTLF in R17, various data from wide area is needed to train an ML model for NWDAF containing MTLF. However, it is difficult for NWDAF containing MTLF to collect all the raw data from distributed data source in different areas.
2 Proposal

It is proposed to capture alternative solutions for Supporting Federated Learning in 5GC.
FIRST CHANGE
Solutions

6.0 Mapping Solutions to Key Issues

Table 6.0-1: Mapping of solutions to key issues

	
	Key Issues

	Solutions
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	1
	X
	
	
	
	
	
	
	
	
	

	2
	X
	
	
	
	
	
	
	
	
	

	3
	X
	
	
	
	
	
	
	
	
	

	4
	X
	
	
	
	 
	
	
	
	
	

	5
	X
	
	
	
	
	
	
	
	
	

	6
	X
	
	
	
	
	
	
	
	
	

	7
	X
	
	
	
	
	
	
	
	
	

	8
	
	X
	
	
	
	
	
	
	
	

	9
	
	X
	
	
	
	
	
	
	
	

	10
	
	
	X
	
	
	
	
	
	
	

	11
	
	
	X
	
	
	
	
	
	
	

	12
	
	
	
	X
	
	
	
	
	
	

	13
	
	
	
	
	X
	
	
	
	
	

	14
	
	
	
	
	X
	
	
	
	
	

	15
	
	
	
	
	X
	
	
	
	
	

	16
	
	
	
	
	
	X
	
	
	
	

	17
	
	
	X
	
	
	X
	
	
	
	

	18
	
	
	
	
	
	
	X
	
	
	

	19
	
	
	
	
	
	
	X
	
	
	

	20
	
	
	
	
	
	
	X
	
	
	

	21
	
	
	
	
	
	
	
	X
	
	

	22
	
	
	
	
	
	
	
	X
	
	

	23
	
	
	
	
	
	
	
	X
	
	

	24
	
	
	
	
	
	
	
	X
	
	

	25
	
	
	
	
	
	
	
	
	X
	

	26
	
	
	
	
	
	
	
	
	X
	

	27
	
	
	
	
	
	
	
	
	X
	

	xx
	
	
	
	
	
	
	
	x
	
	


Next Change (All new changes)
6.x
Solution #x: Horizontal Federated Learning with Multiple NWDAF

6.x.1
Description
This is a solution for the Key Issue#8: Supporting Federated Learning in 5GC.
As shown in Figure 6.x.1-1, there are several NWDAF (containing MTLF) distributed in an operator, where each NWDAF (containing MTLF) is responsible for AI model training based on collected data per certain area. 

It looks necessary that various data from wide area is needed to train a better ML model for operator however it is difficult for NWDAF (containing MTLF) to collect all the raw data from distributed data source in different areas. For example, as in shown in figure 1 below, the raw data per serving area is stored in each local NWDAF (containing MTLF).  
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Figure 6.x.1-1: Distributed NWDAF(containing MTLF) deployment in a PLMN
It is proposed to utilize Horizontal Federal ML learning to train a ML model by retrieving the useful information from the raw data from distributed data source over wide area but not require to collect/store all the raw data from distributed data source over the wide area.
The main idea of Horizontal Federated Learning is to build machine-learning models based on data sets that are distributed in different network functions. As shown in Figure 6.x.1-1, NWDAF (containing MTLF1) is chosen as coordinator and the other NWDAF (containing MTLF) are chosen as client.  
A client NWDAF (containing MTLF) locally trains the local ML model with its own data and shares it to the coordinator NWDAF (containing MTLF). With local ML models from different Client NWDAF (containing MTLF):

1) If the coordinator NWDAF(containing MTLF) is with the capability of FL server , it aggregates the local ML models into a global or optimal ML model or ML model parameters and send them back to client NWDAF(containing MTLF).

2) If the coordinator NWDAF(containing MTLF) is only with the capability of FL client , it will find out a NWDAF(containing MTLF) support FL server, who will be responsible to aggregate the local ML models into a global or optimal ML model or ML model parameters and send them back to client NWDAF(containing MTLF).
The proposed solution is composed the following aspects:

-
Registration and discovery of multiple NWDAF (containing MTLF) with capability of Horizontal Federated Learning

-
Horizontal Federated Learning training procedure
6.x.2
Procedures

6.x.2.1
Procedure for registration multiple NWDAF (containing MTLF) with capability of Horizontal Federated Learning
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Figure 6.x.2.1-1: Registration and discovery for Horizontal Federated Learning
1-3. The MTLF with FL capability registers its NF profile (Address of MTLF , Supported Analytics ID(s), Horizontal Federated Learning Indication(FL client, FL server), Serving Area, preferred Time Period for FL) into NRF.

   The Serving Area indicates the area where MTLF is to collect the raw data.
   Preferred Time Period for FL indicates when the MTLF prefers to participate in Horizontal Federated Learning, e.g. based on local configuration.

6.x.2.2
Horizontal Federated Learning Training triggered by MTLF with FL Server capability
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Figure 6.x.2.2-1: Horizontal Federated Learning Training triggered by MTLF with FL Server capability
1. The AnLF subscribes to a trained ML Model associated with a Analytics ID by invoking the   Nnwdaf_MLModelProvision(Analytics ID, ML model Filter(S-NSSAI, Area of Interest)) service operation.
   The parameter Area of Interest provided by ANLF (as listed in clause 6.2A.2, TS 23.288) requests the MTLF1 with FL server to train the ML model associated with the Analytics ID based on the collected data over the Area of Interest.

As the MTLF1 with FL server lacks of data over the Area of Interest requested by the AnLF, it determines that training based on Horizontal Federated Learning is needed and is to discover multiple MTLF with FL client which have the data of the area of interest and could be used for Horizontal Federated Learning via the NRF. 

2-5. The MTLF1 with FL server acting as coordinator is to discover multiple MTLF with FL client which could be used for Horizontal Federated Learning clients via the NRF by invoking the Nnrf_NFDiscovery_Request (a Analytics ID, Horizontal Federated Learning Indication, Serving Area, Time Period of Interest) service operation.

   The NRF notifies the MTLF1 with FL server with the information of multiple MTLF with FL client, which is used to kick off Horizontal Federated Learning procedure as defined in 6.x.5 in details.

6.
The MTLF1 with FL server notifies the AnLF with the trained ML model information (a file address of the trained ML model) by invoking Nnwdaf_MLModelProvision_Notify service operation. 

6.x.2.3
Horizontal Federated Learning Training triggered by MTLF only with FL Client capability
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Figure 6.x.2.3-1: Horizontal Federated Learning Training triggered by MTLF only with FL Client capability
1. The AnLF subscribes to a trained ML Model associated with a Analytics ID by invoking the   Nnwdaf_MLModelProvision(Analytics ID, ML model Filter(S-NSSAI, Area of Interest)) service operation.
   The parameter Area of Interest provided by ANLF (as listed in clause 6.2A.2, TS 23.288) requests the MTLF0 with FL Client to train the ML model associated with the Analytics ID based on the collected data over the Area of Interest.

As the MTLF0 with FL Client lack of data over the Area of Interest requested by the AnLF ,it determines that training based on Horizontal Federated Learning is needed.
   In addition, as the MTLF0 with FL Client cannot act as FL server and consequently query NRF to find out the MTLF1 with FL server, who is requested by the MTLF0 with FL Client to kick off Horizontal Federated Learning procedure. 

Step 2-5 are same with step2-5 as defined in clause 6.x.3.

6.
The the MTLF1 with FL server notifies the MTLF0 with FL Client with the trained ML model information (a file address of the trained ML model). 

   The MTLF0 with FL Client notifies the AnLF with the trained ML model information (a file address of the trained ML model) by invoking Nnwdaf_MLModelProvision_Notify service operation. 

6.x.2.4
Horizontal Federated Learning training procedure 
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Figure 6.x.2.4-1: Horizontal Federated Learning training procedure
1.
Based on the response from NRF as specified in step 7, clause 6.x.1.2, the MTLF1 with FL server acting as coordinator selects multiple MTLF with FL client to kick off Horizontal Federated Learning procedure by sending a request to the selected MTLF with FL client including parameters such as analytics ID, model instance ID for the FL trained model, initial ML model, data type list, maximum response time window, model filter information for each MTLF with FL clients to retrieve local ML model, the number of iterations for each MTLF with FL client per training round, etc.

2.
Each selected each MTLF with FL client collects its local raw data with the mechanism defined in clause 6.2, TS 23.288 [x].

3.
During Federated Learning training procedure, the selected MTLF with FL client trains the retrieved ML model with its local raw data over the its own serving area and reports the results of ML model training to the MTLF1 with FL server acting as coordinator.

4.
The MTLF1 with FL server acting as coordinator aggregates all the local ML model training results retrieved at step 3 to update the ML model. 

5-6. The MTLF1 with FL server acting as coordinator sends the aggregated ML model information (updated ML model) to the selected MTLF with FL client, which is used by each selected MTLF with FL client to update the local own ML model in itself).

NOTE x:
The steps 3-6 should be repeated until the training termination condition is reached e.g. based on maximum number of iterations configured by the MTLF1 with FL server acting as coordinator.

Editor’s Note x: Whether and how to standardize the interaction between the MTLF1 with FL server acting as coordinator and the MTLF with FL client is FFS.

6.x.3
Impacts on existing nodes and functionality
MTLF with FL client:

-
register the "FL capability, Serving Area, Supported Time Period for FL " in NF profile to NRF.
-
support local ML training based on instruction from the MTLF acting as coordinator.

-
support to report the trained interim ML model to NWDAF(MTLF) acting as coordinator

-
support MTLF with FL Server discovery procedure.
MTLF with FL server acting as coordinator:

-
register the "FL capability, Serving Area, Supported Time Period for FL " in NF profile to NRF.
-
support MTLF with FL client discovery procedure.

-
support to send FL request to MTLF with FL client.
-
support to aggregate the interim ML model from MTLF with FL client.
END of Changes
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