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Abstract of the contribution: This contribution proposes a new solution on flexible FL operation over 5GS
1. Discussion 
The solution addresses Key Issue #7: 5GS Assistance to Federated Learning Operation. The solution introduces flexibility in the FL operation by addressing group QoS aspects of the FL operation, introducing FL operation configuration recommendations to the AF by the 5GC, and enabling UE-initiated requests for FL operation. 
The application server may derive group QoS requirements for the UEs selected for the FL operation that may work as a criteria for joining the FL operation. That is, the UEs participating in the FL operation which cannot meet the group QoS requirement may become stragglers in the FL task. The group QoS requirement may consist of required QoS parameters per UE or per multiple UEs. To support such group QoS requirement concept in 5GS, the solution enables AF to request the group QoS requirements for a list of candidate UEs (i.e., group QoS) and obtain the list of selected UEs that will be provisioned with QoS Flows that meet the group QoS requirements.

In addition, the FL operation of an AI/ML-based application over the 5GS suffers from rigidity constraints when all UEs are expected to provide their updated models within strict delay boundaries for the application server to update and distribute the global model. This has implications for the group QoS, which can be significantly affected by these boundaries. This solution thus proposes a more flexible FL operation by virtue of the following additional functional enablers: 
i. Enabling the UEs to engage in FL via both a fully synchronous mode of model aggregation, where the application server needs to wait for all local updates before the aggregation takes place, and fully asynchronous mode of model aggregation, where the application server can aggregate models without needing to wait for any specific individual model. In addition, intermediate modes are possible – see e.g. [PMLR18]. 

ii. Enabling the UEs to request joining an already existing FL group/session, which may be used as part of an asynchronous FL aggregation mode where the UEs may decide when to provide their model updates if the network authorizes it. 

This proposed flexibility in UEs engagement in FL sessions is important since the existence of stragglers is inevitable, due to device heterogeneity and network unreliability. Asynchronous federated learning methods are well-known techniques in the federated learning literature addressing this problem, so the 5GS should be enabled to support these different aggregation modes by the application server. In addition, the FS_AIMLsys study has not addressed the different engagement models that UEs can follow to participate in Federated Learning, e.g. most solutions focus on the Application Function (AF) communicating with the 5GC using a Network Exposure Function (NEF) to setup connections with particular QoS treatment so that FL models or training data can be sent to the UEs. As such, it can be observed that most of these solutions follow a network-initiated model for FL. However, there are other possible engagement models key to support the aggregation mode flexibility, as advocated above, which do not conform to these solutions. Such engagement models have not been addressed yet. 
This document hence proposes methods by which the UEs initiate connections for FL in a way that only some authorized UEs may do so. The details of this engagement model and solutions are proposed in the solution below. 
[PMLR18] Dutta, Sanghamitra, et al. "Slow and stale gradients can win the race: Error-runtime trade-offs in distributed SGD." International Conference on Artificial Intelligence and Statistics, PMLR, 2018.
2. Proposal

It is proposed to adopt the following text within TR 23.700-80.   
*** First Change ***

6.0
Mapping Solutions to Key Issues
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*** Second Change (ALL NEW TEXT) ***

6.X
Solution #X: Flexible Federated Learning Operation over 5GS
6.X.1
Description
6.X.1.1
Overview 
The solution addresses Key Issue #7: 5GS Assistance to Federated Learning Operation. The solution introduces flexibility in the FL operation by addressing group QoS aspects of the FL operation, introducing FL operation configuration recommendations to the AF by the 5GC, and enabling UE-initiated requests for FL operation. 

The application server may derive group QoS requirements for the UEs selected for the FL operation that may work as a criteria for joining the FL operation. That is, the UEs participating in the FL operation which cannot meet the group QoS requirement may become stragglers in the FL task. The group QoS requirement may consist of required QoS parameters per UE or per multiple UEs.

To support such group QoS requirement concept in 5GS, the solution enables AF to request the group QoS requirements for a list of candidate UEs (i.e., group QoS) and obtain the list of selected UEs that have been provisioned with QoS Flows that meet the group QoS requirements.
In addition, the FL operation of an AI/ML-based application over the 5GS encounters suffers from rigidity constraints when all UEs are expected to provide their updated models within strict delay boundaries for the application server to update and distribute the global model. This has implications for the group QoS, which can be significantly affected by these boundaries. This solution thus proposes a more flexible FL operation by virtue of the following functional enablers: 
iii. Enabling the UEs to engage in FL via both a fully synchronous mode of model aggregation, where the application server needs to wait for all local updates before the aggregation takes place, and fully asynchronous mode of model aggregation, where the application server can aggregate models without needing to wait for any specific individual model. In addition, intermediate modes are possible – see e.g. [A]. 

iv. Enabling the UEs to request joining an already existing FL group/session, which may be used as part of an asynchronous FL aggregation mode where the UEs may decide when to provide their model updates if the network authorizes it. 
Editor’s note: Whether 5GC is aware of the Application Layer FL operation modes so as to perform the FL efficiently needs further discussion
This solution relies on a new 5GC entity supporting the flexible application federated learning operation, which is proposed to be named Application Federated Learning Support Function (AFLSF). This entity could be a standalone NF or co-located with another 5GC NF. The AFLSF is in charge of informing and/or recommending the FL configuration to the application server, namely the aggregation mode (i.e. synchronous, asynchronous, etc.). Furthermore, the information to derive the group QoS requirements may be limited in the application server and the QoS requirements can also be significantly affected by the aggregation mode of the FL operation, so the AFLSF may conduct analytics and provide recommendation on the group QoS requirements to the application server. While the aggregation mode decision, UE model sharing operation and selection of UEs participating in the FL operation are all proposed to happen at the application layer. The level of synchronization required among UEs when sharing their trained models with the application server is meant to depend on the 5GS overall state, hence the AFLSF providing the recommendation.
In addition, an AI/ML session identifier (AMSID) is introduced and UE-initiated request is proposed to support the flexible FL operation. The UE is provided with an AI/ML session identifier (AMSID) either by the AF or the AFLSF. Then, the UE which needs to perform FL would send the AMSID in a NAS message and a network node verifies if the AMSID is valid to be used for FL. This verification may be performed against existing FL UE context which contains the set of valid AMSID, and/or whether the UE is allowed to perform FL. Other conditions may also exist in the UE context e.g. the location where FL is allowed to be performed by the UE, the time of the day, etc. This information may be available at the network either from the UDM (e.g. subscription) or from an interaction between the Application Function (AF) and the network optionally via a Network Exposure Function (NEF). The network then determines if the UE is allowed to perform FL and if so the network grants the UE’s request which may be a request to establish/modify a PDU session with a certain QoS profile. The network may apply specific QoS parameters for the UE’s session as per information that is associated with the AMSID

6.X.1.2
Allocation of an AMSID to the UE
It is proposed that a selected UE which is to engage in FL should be provided with a new identifier which represents the AI/ML session identity. The UE may receive the AMSID from the AF or from the AFLSF. 
In case the AF is responsible to allocate the AMSID to the UE, the allocation may be performed via application layer signalling that is out of scope of 3GPP. 

Alternatively, the AFLSF may be responsible to allocate an AMSID to the UE. To achieve this, the following overall behaviour and actions are proposed:

· The AF communicates with the 5GC to indicate which UE should be provided with the AMSID. The AF indicates which UE is selected to the AFLSF, optionally via another network node if required.

· In addition to identifying which UE should be provided with an AMSID, the AF may also provide other conditions that need to be met before the UE is allowed to engage in FL. These conditions may include any combination of the following, noting that other potential conditions may also be defined:

· Location of the UE where the FL is allowed

· Time of the day, , etc., at which the UE can / should connect to be part of a FL procedure

· The duration of the FL. For example, the UE should connect at a certain time T and can only continue to be part of a FL procedure after X units of time have elapsed, etc
· Whether a certain number of UEs need to also be available at the same time for FL, etc.
· The subscription information may determine which UE is allowed to perform FL, and whether it may do so for one group only, or more than one group at any time, etc.
· Editor’s Note: How the uniqueness of the AMSID is guaranteed across the PLMN is FFS
Once the AFLSF identifies a UE for FL, the AFLSF may allocate at least one AMSID and saves it in the UE context, where the context may also contain any other conditions that have been listed earlier e.g. location of UE where this AMSID allows the UE to engage in FL, time of the day, etc.
The allocated AMSID may be associated with a validity timer that indicates when a FL session is valid  The AFLSF (or the AF, if this is provided over the application layer) may update the UE with different conditions that are associated with an AMSID if they change, or may provide a new AMSID if the validity timer expires.
Once allocated, the AFLSF may provide this information (i.e. at least the AMSID and optionally with other conditions as listed earlier) to the UE using any of the following methods:

· The AMSID information may be provided to the UE in a container that is transported to the UE via the AMF.
· The AMSID information (which may include other conditions as listed earlier) may be provided to the UE via the application layer, where the AFSLF may first provide this information to the AF which in turn sends it to the UE via application layer signalling.
Editor’s Note: Further details on how the AMSID is provided to the UE are FFS
The AMSID is subsequently used by the UE when it determines to use FL. At that stage, a session management procedure is triggered where the request of the UE to join the FL operation is forwarded by the SMF to the AFLSF and a validation is performed by the AFLSF, which provides a recommendation to the AF. If the request is accepted/validated, the AFLSF response to the SMF may include QoS recommendation for the session.
6.X.2
Procedures

6.X.2.1
Procedure for group QoS request for FL by AF
The signalling flow for the AF to request the network to provide group QoS for a list of UEs (e.g., request to provide a same QoS for a list of UEs) is based on the signalling flow in Figure 4.15.6.6-1 in TS 23.502 [4] with the following differences and clarifications:

· In step 1, AF may include group QoS request indicator, a list of UE addresses, the group QoS requirements in Nnef_AFsessionWithQoS_Create request message to request the QoS setup for UEs in the list of UE addresses based on the group QoS requirements for UEs in the list of UE addresses. 
· In step 3, if the NEF received group QoS request indication and the list of UE addresses with more than one UEs from the AF, the NEF discovers PCF(s) for the list of UE addresses from BSF. NEF sends Npcf_PolicyAuthorization_Update request to each PCF with the list of UEs served by the PCF in addition to group QoS request indicator, AF Identifier, Flow description(s), the QoS Reference or individual QoS parameters and the optional Alternative Service Requirements received from the AF.
· In step 4, if the PCF received the request with group QoS request indication and the list of UE addresses from the NEF in step 3, the PCF processes the request as a multiple request from NEF with a single UE address. The PCF notifies the result per UE to the NEF.
6.X.2.2
Procedure for enabling FL operation configuration recommendation by AFLSF
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Figure 6.X.2.2-1: Procedure for enabling FL operation configuration recommendation by AFLSF
The procedure for enabling FL operation configuration recommendation by AFLSF in Figure 6.X.2.2-1 is described step-by-step below.

1.
The application server acting as AF determines to use FL to train a global model to be distributed and used by multiple UEs.
2.
The AF requests the AFLSF (via NEF if AF is untrusted for the operator) to provide a configuration recommendation for the FL operation. The FL configuration recommendation request must include the FL aggregation mode (i.e. synchronous, asynchronous, or a combination of both) to be provided by the AFLSF. In addition, the recommendation request may also task the AFLSF with providing the UEs that should be part of the FL training if the FL aggregation mode recommendation is followed and their QoS requirements.
Editor’s Note: Further details on the parameters of the application server recommendation request to the AFLSF are FFS.
3.
The AFLSF subscribes to or requests NWDAF analytics to get assistance on the determination of the FL configuration recommendation. Those analytics include but may not be restricted to UE communication analytics and DN performance analytics, which provide statistics and/or predictions on user plane traffic that may help profiling UEs by the AFLSF and determine if and how they can be part of a FL group. 
4.
The AFLSF may consume the event exposure service Nsmf_EventExposure from SMF to collect available information relevant to the UE and the user plane status, which may help profiling UEs by the AFLSF and determine if and how they can be part of the FL group. Hence, the AFLSF may subscribe to user plane status information event, UE communications trends event, UE session behaviour trends event. The AFLSF may also subscribe to the QoS Monitoring report event, which should be made available in the context of AI/ML-based services in addition to the previously supported URLLC.
5.
The AFLSF may consume the event exposure service Namf_EventExposure from AMF to collect available information relevant to the UE, which may help profiling UEs by the AFLSF and determine if and how they can be part of a FL group. Hence, the AFLSF may subscribe to UE location trends event, UE moving in or out of area of interest event, UE loss of communication event, UE reachability status event.
6.
The AFLSF derives the FL configuration recommendation including the FL aggregation mode and optionally including the recommended UEs for each FL aggregation mode and their QoS requirements. The AFLSF may also derive an AMSID according to cl. 6.X.1.2 if it doesn’t have a suitable one. The AMSID is associated with the UEs which have been recommended for FL.
7.
A response is provided by the AFLSF to the AF with a recommendation for the FL configuration containing the FL aggregation mode and optionally a list of recommended UEs for the FL operation along their QoS requirements. The AMSID may also be included. The AF may confirm whether the AFLSF recommendation has been accepted.
8.
AF requests the network to provide group QoS for a list of UEs as described in cl. 6.X.2.1.
9.
The application FL operation takes place between the application server at the AF and the UE.
6.X.2.3
Procedure for UE-initiated request to join an AI/ML session for FL
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Figure 6.X.2.3-1: Procedure for UE-initiated request to join an AI/ML session for FL 
The procedure for UE-initiated request to join an AI/ML session for FL in Figure 6.X.2.3-1 is described step-by-step below.
1.
An AMSID is allocated to the UE according to the description of cl. 6.X.1.2 when the AF selects the UE for application FL operation.
2.
The UE decides to request to join an AI/ML session for FL. The decision is made by the application, thus it is out of 3GPP scope. The decision may be done if the UE has been allowed to participate in FL operation using asynchronous aggregation mode.
3.
The UE sends a session management request message including the AMSID towards the SMF indicating the request to use FL.
4.
The SMF sends a validation request to the AFLSF for the AMSID to be used by the UE in order to determine whether the UE is allowed to engage in FL using the AMSID.
5.
When the AFLSF receives an AMSID from the SMF, the AFLSF validates if the AMSID can be used for the UE:
· The AFLSF may indicate whether the request should be granted or not. The AFLSF may also indicate the QoS parameters to use for the session and provide that to the SMF. 
· The above may require the AFLSF checking whether the AMSID can be used based on previous interactions of the AFLSF with the AF.

6.
The AFLSF may provide an updated recommendation to the AF to select the UE for the FL operation indicating the AMSID, and the AF may confirm if the recommendation is accepted. 
7.
The AFLSF provides a validation response to the SMF indicating whether the UE request to join the FL operation using the AMSID is authorized. If the request is authorized, the validation response may include the AMSID, required QoS, etc.
8.
If the SMF determines that the UE is allowed to use FL as per the AMSID being allowed, then the SMF may accept the PDU session management request with the QoS that is indicated by the AFLSF. 
9.
The UE starts the FL process after the establishment of the user plane resources.
6.X.3
Impacts on services, entities and interfaces
Editor’s Note: Impacts are FFS.
*** End of the change ***
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