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Abstract of the contribution: This contribution proposes a solution which addresses QoS and Policy enhancement specific to AI/ML federated learning w.r.t model transfer and related to Key Issue #6 and Key Issue #7. 

[bookmark: _Hlk514274591][bookmark: _Hlk520730635]1		Discussion
As per FS_AIMLSys (TR 23.700-80), AI/ML model / data transfer between mobile devices and an application server is required for Federated learning to support different media types, e.g. image, speech, video. The volume of model / data information that needs to be sent is very large and is different for the uplink and downlink. The model / data information must be sent with sufficient QoS to meet the demands of the AI/ML application. The performance requirements for AI/ML model transfer have been documented by SA1 in TS 22.261 clause 7.10, and, in particular, in table 7.10-3 for federated learning operation. 
3GPP SA2 has taken up the issue of AI/ML model transfer, in its study on 5G System Support for AI/ML-based Services, defining Key Issue (KI) #6: QoS and Policy enhancements in TR 23.700-80, on QoS and Policy enhancements to support Application AI/ML operation traffic for AI/ML model transfer in 5GS, to address SA1 requirement as specified in TS 22.261. 
AI/ML model transfer and support for federated learning requires brief (e.g. for ~ one second), periodic (e.g. once every few minutes) use of significant 5GS resources. Currently, 5GS QoS does not support time dependent QoS, where resources are reserved for brief, prescribed time periods and not allocated for other time periods. For example, QoS Profiles sent to the NG-RAN may contain a priority level, delay budget, packet error rate and other parameters that are applicable at all times. For delay critical GBRs, a maximum data burst volume may be specified. However, implementing time dependent QoS based on existing 5GC methods would require frequent changing of the QoS profiles, which comes with a lot of signalling between the PCF and SMF and with the NG-RAN. 
There is no capability for an AF to request time dependent QoS. Hence for applications such as AI/ML model transfer, the current QoS framework is not sufficient to provide guaranteed 5GS performance. 
It is also impossible to share 5GS resources among a group of UEs by staggering in time when model transfer occurs.
The solution in this contribution proposes a time dependent QoS mechanism which facilitates AI/ML federated learning QoS while optimizing the related signaling in 5GS. 
2		Proposal
It is proposed to include solution described below in FS_AIMLsys TR 23.700-80.
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Table 6.0-1: Mapping of Solutions to Key Issues
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*** Change – all new text ***

[bookmark: _Toc97271690][bookmark: _Toc326248710][bookmark: _Toc20147942][bookmark: _Toc23145942]6.X	Solution #X: Time dependent QoS for ML model distribution in federated learning
[bookmark: _Toc97271691]6.X.1	Description
[bookmark: _Toc326248711][bookmark: _Toc20147943][bookmark: _Toc23145943]This solution addresses aspects of key issue #6 on QoS and Policy enhancements and key issue #7 on 5GS Assistance to Federated Learning Operation. 
The time dependent QoS, whereby resources can be reserved for prescribed periods in the 5GS, can meet the needs of AI/ML model transfer, which requires brief and periodic use of significant 5GS resources. Reserving resources at specific times allows more efficient multiplexing of groups of UEs that need to transfer AI/ML models. 
The solution is based on the following steps: 
1 – An AF (AI/ML application server acting as AF) sends to the 5GS a QoS request containing traffic pattern information for model transfer (e.g., model size, transfer direction, model transfer periodicity, start time(s), stop time(s)) or QoS timing information  indicating the period when the QoS should be applied. The AF may also specify QoS requirements for periods when a model is not being transferred.
Editor’s Note: Why does AF determine multiple QoS patterns with different timing information for the same AaaML services is FFS. 
2 – The 5GS (NEF or Federated Learning Assistance Function) verifies and potentially converts the request to a time-dependent QoS request that the PCF can in turn provide as one or several PCC rule(s) to the SMF together with timing information. The SMF maps the information received from the PCF to one or several QoS Profiles which are applicable only at times which are indicated by the PCF (e.g., via start time, duration, and possible repetition period). For example, there can be one QoS Profile applicable for the time during which model(s) are transferred and a second QoS profile applicable for the time when models are not transferred. The PCF translates the Traffic Pattern information into QoS profile timing map, which are reflected in the PCC rule sent from the PCF to the SMF. As an option, the PCF also includes information about the data volume to be expected during a time period in the QoS profile, based on model size information.
3 – The SMF sends the QoS profiles to the NG-RAN and the QoS Profile Timing Map. If the Traffic Pattern Information is received, the NG-RAN formulates QoS Profile Timing Map.
[bookmark: _Hlk103698805]4 – The NG-RAN alternates between the different QoS Profiles provided by the SMF according to the QoS Profile Timing Map. The QoS Profile Timing Map may, for example, specify alternating QoS between:
-	QoS 1: Time 2:30:30 to 2:30:35 (five seconds)
-	QoS 2: Time 3:30:00 to 3:40:00 (10 minutes)
Where QoS 1 provides resources for model transfer while QoS 2 provides resources for low bandwidth background traffic (i.e. when no model transfer occurs).
Editor’s Note: What happens when the QoS profile cannot be provided in the agreed time slot by the network is FFS. 
Editor’s Note: If the UE is not available in the agreed timeslot, the network behavior (e.g. whether RAN reserves resources in the agreed timeslot or not) is FFS.
Editor’s Note: Whether the PCF can monitor the time slot and apply a request a change of QoS or the time slot is to be provided to RAN with the QoS profile is FFS.
[bookmark: _Toc97271692]6.X.2	Procedures
6.X.2.1	Procedure based on setting up an AF session for QoS
[bookmark: _Toc97271693]Procedure as depicted in figure 6.X.2.1-1 is based on enhancing the procedure for setting up an AF Session for specific QoS.


 
Figure 6.X.2.1-1:  Procedure for time dependent QoS
1.	An AF sends QoS requirements (e.g. bandwidth required, PER, 5GS Delay, GBR) with time dependencyQoS timing information (e.g. Model transfer periodicity etc.) to the NEF. Time dependency information indicates time for which these requirements shall apply (e.g. required QoS1 applies for when an ML model data transfer is taking place and, as an option, required QoS2 applies for the rest of the time). 
Alternatively (not shown in the Figure), the AF may send traffic pattern information (e.g., model size, model transfer periodicity, start time(s), duration(s), stop time(s)), so that traffic pattern information can be translated to time-dependent QoS requirements in the 5GC. 
The AF may provide the information for a single UE or for a list or group of UEs. If the AF provides a list of UEs, it may indicate different periods during which these requirements shall be valid or time of model transfer for different UEs within the list. 
NOTE 1:	The AF can send this request to an NEF (as shown in the figure, if the AF is untrusted), or to a Federated Learning Assistance Function, or a PCF. 
NOTE 2:	The AF can use the External Parameter Provisioning procedure as shown in Clause 4.15.6 of TS 23.502 to provide this information via NEF and UDM towards the PCF (not shown in Figure 3), 
2.	In case of untrusted AF, the NEF authorizes the AF request as per the standard procedures. Regular NEF behaviour applies, e.g. converting external identifiers into internal 5GS identifiers.
[bookmark: _Hlk103697552]3.	The NEF forwards the request to Federated Learning Assistance Function, to perform the functions described in steps 4 to select PCF(s), authorize QoS and provide time and periodicity for time dependent QoS. Alternatively, if the PCF is contacted directly, it authorizes QoS and uses the information in the request from the AF/NEF to determine QoS timing and periodicity for use in step 6.
[bookmark: _Hlk103698110]4. The Federated Learning Assistance Function may map the possibly provided information for model transfer to QoS information for the UEs provided in step 3.
NOTE 3:	If no Federated Learning Assistance Function is used, the NEF will provide this functionality.
5.	The Federated Learning Assistance Function selects PCFs handling involved UEs, and requests those PCFs to authorize the QoS required for the model transfer separately for each involved UE. It provides QoS information and time information (start time(s), stop time(s), periodicity) to the PCF.
6. The PCF determines PCC rule(s) that include QoS applicability time(s) (e.g. start time(s), duration(s), and repetition period(s)) that are to be transferred to the NG-RAN. The PCF may provide several QoS Parameter sets with applicability times associated to these QoS Parameter sets. The PCF may also include information about the data volume to be expected during applicable QoS time periods. 
7. The PCF sends the PCC rule(s) with the information determined in step 6 to the SMF.
8. The SMF determines based on the PCC Rule(s) QoS profiles with QoS Profiles' Timing Mapapplicability time(s) and optional data volume(s) and provisions them to the NG RAN. The PCF may also provide time dependent PDRs to the UPF. 
9. NG RAN executes time dependent QoS as per the specified QoS profiles in the specified QoS Profiles' Timingtime intervals.
NOTE:	Coordination is needed with RAN for the NG RAN impacts aspects.
10-13. Responses to the requests of steps 1, 3, 5, and 7 are sent back to the respective NF service consumers.

6.X.2.2	Procedure for UEs' staggering with notification to the AI/ML application server
Procedure as depicted in figure 6.X.2.2-1 is based on enhancing the procedure for solution #23 while introducing UEs' staggering functionality.
When the Federated Learning Assistance Function provides suggested UEs to the AF, it also provides suggested times for the federated learning cycles with those UEs back to the AF. The Federated Learning Assistance Function selects PCFs handling involved UEs, and requests those PCFs to authorize the QoS required for the model transfer separately for each involved UE. The Federated Learning Assistance Function provides time(s) and optionally periodicity when the model transfer to/from the UE will occur to the PCF. The actions triggered by the PCF are as described for procedure in clause 6.X.2.1.

 Figure 6.X.2.2-1: UEs' staggering with notification to AF
The procedure follows the procedure depicted for solution #23 with the following additions:
Step 1:	The AF provides QoS requirements (e.g. bandwidth required, PER, 5GS Delay, GBR) with time dependency information (e.g. bandwidth required, PER, 5GS Delay, GBR, Model transfer periodicity etc.) to the NEF. Alternatively (not shown in the Figure), the AF may send traffic pattern information (e.g., model size, model transfer periodicity, Start time(s), duration(s), stop time(s)).
Step 8:	The Federated learning Assistance Function select UEs for the federated learning from the group of UEs and determines the times for models download for the different UEs
Step 8a:	Steps 8a5 to 8a11 are the same as steps 5 to 11 in figure 6.X.2.1-1.
Step 9:		The Federated Learning Assistance Function provides a list of suggested UEs to the AF together with suggested times for the different UEs.
Step 11-12:	The Federated Learning Assistance Function determine times for new suggested UEs and provide the information to the AF.

6.X.3	Impacts on services, entities and interfaces
AF: Provides time dependency information to the NEF in addition to existing QoS requirements. Alternatively, provides traffic pattern information.
NEF / Federated Learning Assistance Function: Maps traffic pattern information to QoS profile and time information.
PCF: Derives PCC rules with QoS applicability times, based on different QoS profiles with different time information.
SMF: Provisions the PCC rules with QoS applicability time to the NG-RAN and time dependent PDRs to the UPF.
NG-RAN: Schedules time dependent QoSs.
NOTE:	Coordination is needed with RAN for the NG RAN impacts aspects.
UPF: Enforces time dependent PDRs.
UE: Receives QoS profiles with QoS timing map.
*** End Change ***
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