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Abstract of the contribution: This contribution proposes a solution to use L4S for scalable congestion control.
1. Introduction
[bookmark: _Toc352077766]This paper proposes a solution for KI#3:
“This Key Issue will study mechanisms that enable codec/rate adaptation to meet requirements for services.
-	Study the use cases and whether enhancements to the exposure framework are needed for such use cases;
-	What 5GS information needs to be exposed to enable application codec/rate adaptation;
-	How to expose 5GS information for application codec/rate adaptation.
NOTE 1:	Parameters for exposure may be coordinated with RAN and SA WG4.
NOTE 2:	Potential overlap with enhancements done in FS_EDGE_Ph2/FS_UPEAS should be considered.
”
2. Proposal
[bookmark: _Toc510607499][bookmark: _Toc518306733]This paper proposes the following updates to TR 23.700-60 clause 6.  
* Start of change * 
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* Next change * (all new text)
6.X	Solution #X: Use of L4S for scalable congestion control and meet requirements for services
[bookmark: _Toc500949098][bookmark: _Toc92875661][bookmark: _Toc93070685]6.X.1	Key Issue mapping
Editor's Note:	This clause lists the key issue(s) addressed by this solution.
[bookmark: _Toc500949099][bookmark: _Toc92875662][bookmark: _Toc93070686]6.X.2	Description
[bookmark: _Toc500949101]Editor's Note: This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details. 
L4S, “Low Latency, Low Loss and Scalable Throughput” enables collaboration between network and application. It allows graceful degradation and improves usability and confidence in 5G for critical applications. It is a real time in-band protocol with only 2 bits in the IP header with no need for application to use control-plane APIs. It works on encrypted traffic and on aggregated application traffic (i.e. no need to identify individual applications). It is already adopted by DOCSIS, standardized in IETF and proven to scale to billions of users.
This solution proposes that the 5G System uses L4S marking when congestion is detected for uplink or downlink so that the application layer can trigger real-time and gradual rate adaptation of the real-time video encoder based on L4S feedback. 

6.X.2.1 Use of L4S for Uplink
When the 5G System detects congestion in the uplink, it inserts L4S marking in the IP header that facilitates the application layer to provide feedback and do rate adaptation in the uplink (illustrated in figure 6.X.2.1-1). It is preferrable to perform the marking in the entity where congestion is detected.
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Figure 6.X.2.1-1 L4S marking for Uplink – either in the UE or gNB

The congestion in the wireless uplink between UE and gNB can be detected and remedied via L4S marking by either the UE or the RAN. Either the gNB or the UE should be responsible for congestion detection. Otherwise, they could conflict. After this initial choice, several options are possible to bring the congestion information into the PDU IP header where it is further handled by the end-host to control the application’s sending rate.
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Figure 6.X.2.1-2 Congestion for uplink detected in the gNB
gNB is well positioned to have the overall view of congestion in the cell and overall queues that are building up in the UEs are visible in the gNB via buffer status reports. Following options are possible when the gNB handles congestion in the uplink (illustrated in figure 6.X.2.1-2):
1) [bookmark: _Hlk102574959]gNB translates congestion into L4S marks, sets immediately in the PDU IP header directly. It should be noted that the gNB already has visibility to the PDU IP header for ROHC compression. This option does not impact the UE and the UPF.
2) gNB transmits congestion information in the GTP-U header, which is transmitted over N3 to UPF, that translates congestion into L4S marks, which is finally set in the IP PDU header. This option will impact the UPF in addition.
3) gNB translates congestion into L4S marks, sets in the outer IP header of the GTP-U tunnel, which is transmitted over N3 to UPF, which is finally transferring the L4S marks over to the IP PDU header towards N6. This option also impacts the UPF in addition.
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Figure 6.X.2.1-3 Congestion for uplink detected in the UE
UE can also monitor congestion in the uplink radio bearers. This option can cause interactions between scheduler policies that use the buffer status reports which will be influenced (especially if kept “too” low) by the congestion control in the UE. This option impacts additionally the UE, and detection of uplink congestion is limited to the scope of the UE. Three options are possible for inserting L4S marking when the UE handles congestion in the uplink while two of them require gNB assistance (and potentially other nodes), which has further 3 options to carry the ECN marks into the final IP PDU header. (illustrated in figure 6.X.2.1-3):
1) UE translates congestion into L4S marks, sets immediately in the PDU IP header.
2) UE translates congestion into L4S marks, sets in the PDCP header, which is transmitted over NR-Uu to the gNB, and carried further over one of the three options 4, 5 or 6 for the gNB to forward the L4S marks over to the IP PDU header.
3) UE translates congestion into L4S marks, sets in the RLC header, which is transmitted over NR-Uu to the gNB, and carried further over one of the three options 4, 5 or 6 for the gNB to forward the L4S marks over to the IP PDU header.
If UE is transmitting the ECN marks in one of the lower layer headers (like options 2 and 3 above) additional network support is needed as in one of the following 3 options:
4) gNB transfers the L4S marks, sets immediately in the PDU IP header.
5) gNB transmits the L4S marks as congestion information in the GTP-U header, which is transmitted over N3 to UPF, which translates congestion into L4S marks, set finally in the IP PDU header.
6) gNB transfers the L4S marks, set in the outer IP header of the GTP-U tunnel, which is transmitted over N3 to UPF, which finally transfers the L4S marks over to the IP PDU header towards N6.
In general, if functions are not marking packets directly in the PDU IP header, guarantees are needed that another function will do so before the intermediate header information is discarded and before the PDU IP packet is processed by the end system.








6.X.2.2 Use of L4S for Downlink
When the 5G System detects congestion in the downlink, it inserts L4S marking in the IP header that facilitates the application layer to provide feedback and do rate adaptation in the downlink (illustrated in figure 6.X.2.2-1). It is preferrable to perform the marking in the entity where congestion is detected.
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Figure 6.X.2.2-1 L4S marking for Downlink
There are multiple options to do this (as illustrated in figure 6.X.2.2-2 below):
1) gNB translates congestion into L4S marks, sets immediately in the PDU IP header. It should be noted that the gNB already has visibility to the PDU IP header for ROHC compression. This option does not impact the UE at all.
2) gNB translates congestion into L4S marks, sets in the PDCP header, which is transmitted over NR-Uu to the UE, which finally copies the L4S marks over to the IP PDU header. This option supports a direct correlation between PDCP and IP packets.
3) gNB translates congestion into L4S marks, sets in the RLC header, which is transmitted over NR-Uu to the UE, which finally copies the L4S marks over to the IP PDU header. With this option, congestion can be reported immediately where it occurs.
4) gNB transmits congestion information as part of the uplink traffic in the GTP-U header, which is transmitted over N3 to UPF. The UPF translates congestion into L4S marks, set finally in the IP PDU header of subsequent downlink packets. This option impacts also UPF and will cause extra latency going backwards and forward again. This can cause an extra delay in congestion response of twice the link latency between gNB and UPF.
In general, if functions are not marking packets directly in the PDU IP header, guarantees are needed that another function will do so before the intermediate header information is discarded and before the PDU IP packet is processed by the end system.
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Figure 6.X.2.2-2 Solution options for L4S marking over Downlink

6.X.2.3 Enabling use of L4S

To enable L4S, an existing or a separate QoS flow can be used. At the time of QoS Flow establishment, it is determined whether use of L4S is enabled or not.
Editor’s note: Whether use of L4S is enabled based on use of specific 5QI or other means is FFS.


[bookmark: _Toc92875663][bookmark: _Toc93070687][bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc92875664][bookmark: _Toc93070688]6.X.3	Procedures
Editor's Note: This clause describes high-level procedures and information flows for the solution.

6.X.4	Impacts on services, entities and interfaces
Editor's Note: This clause captures impacts on existing 3GPP nodes and functional elements.
Depending on the solution option chosen for uplink and downlink, support for L4S marking of payload packets as specified in RFC 8311[7] needs to be supported either in the UE, NG-RAN. In some cases, additional congestion notification is supported in the NG-RAN along with support of L4S marking in the UPF for payload packets as specified in RFC 8311[7].

* End of changes * 
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