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Abstract of the contribution: This contribution proposes a solution on supporting AR split rendering requests by the UE.

1 Discussion
As described in solution# 9 that: the network such as AR-M can be include in the AR application data channel to help the UE to perform AR rendering. 
Whether to add the AR-M to the data path is completed decided by the network but not consider the requirement of the UE, such as if UE with low battery power and good network condition, the UE may want the network do more rendering work to save battery power, or if the UE with high battery power and bad network condition, the UE may want itself do more rendering work to be more fluent. So, it is good for the UE to have the possibility to request whether the network should participate the rendering work and how to split the task.
2 Proposal

It is proposed to add a new procedure on whether the network should participate the rendering work and how to split the rendering task.
FIRST CHANGE
6.9
Solution #9: Supporting AR communication

6.9.2
Procedures

According to AR communication scenarios defined by 3GPP TR 26.998[14] and TR 26.928[15], media processing capabilities are different for different AR devices (STAR, EDGAR, and WLAR). The AR communication call flows can be summarized as follows:

1. 
Terminal rendering process: When the media processing capability of AR device meets the requirements of AR communication (such as AR mark and simple AR effect), the AR device can independently implement AR media rendering by itself. The either side of IMS provides AR application to the calling and the called users at the same time. The terminal performs local rendering based on the media obtained locally or sent by the peer.

2. 
Network rendering process: When the media processing capability of AR device cannot meet AR communication requirements (such as complex scene or virtual human rendering requirements), part or the whole media rendering function needs to move to the network. The either side of IMS provides AR application to the calling and the called users at the same time, IMS then performs AR media rendering based on AR media received from the calling or the called users, finally IMS sends rendered AR media using normal audio/video streams through RTP channel to the calling or called user. For the part media rendering case, the UE can request to use the network rendering method and can change how to split the tasks based on its status, such as: battery status, signal status, computing power status, internal storage status, etc.
SECOND CHANGE
6.9.2.2
Network Rendering Process
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Figure 6.9.2.2-1 Network rendering process

Key steps:

1.
The UE-A initiates an AR communication session and establishes audio and video session connections with the UE-B.

2.
The UE-A initiates bootstrap data channel connections. The MMTEL AS establishes bootstrap data channel for the UE-A and UE-B respectively according to AR application requirements.

3-4. The DCS-M transfers AR applications to the UE-A and UE-B.

5. 
The UE-A initiates application data channel connections. The MMTEL AS establishes application data channel for the UE-A and UE-B respectively according to AR application requirements.
   The UE-A may request to use the network rendering method based on its status, such as: power status, signal status, computing power status, internal storage status, etc.
6. 
After application data channel establishment finished, the AR Application Server will know AR media rendering on network is needed based on the AR media negotiation between UE and IMS finished, and sends AR Resource Allocation request to the AR-M to apply AR media rendering resource.

Editor’s note:
AR media negotiation procedure is FFS.

8.
After AR media rendering resource applied successfully, the AR Application Server sends Session Control request with AR Media Connection to the DCS-C, which includes the allocated AR media resource information.

10-11. The MMTEL AS sends DC Resource Modify request to the DCS-M, to connect the DCS-M and AR-M connection for the data stream received in data channel transporting to the AR-M. 

12-13. Meanwhile, the AR Application Server sends media re-negotiation request for the audio/video session if AR media rendering should be done using the UE-A and UE-B’s audio/video media streams.

14-15. The MMTEL AS performs media re-negotiation between the UE-A and UE-B for the established audio/video session, to anchor audio/video media streams from IMS-AGW to AR-M.
   For the part rendering case, the media rendering is performed both in AR-M and UE-A. The UE-A can request the network, such as AR Application server, to change the split ratio of the rendering tasks based on its status as described in step 5, and the network can provide the final decision based on AR-M’s status, such as load status, computing power status etc.
16.
The UE-A sends AR media over application data channel to the DCS-M.

17.
The DCS-M transforms AR media to RTP format, and sends it to the AR-M for AR media rendering.

18-19. The UE-A sends audio/video media streams over RTP channel to the AR-M for AR media rendering.

20.
Based on the received audio/video media streams and AR media, the AR-M performs AR media rendering according to AR rendering logic, and output audio/video RTP media streams.

21-22. The AR-M sends the rendered audio/video media streams to the UE-B.

23-24. The AR-M sends the rendered video RTP media stream to the UE-A when it needs to send video back to the UE-A through the video back channel.
6.9.3
Impacts on Existing Nodes and Functionality
MMTel AS:

-
Support data channel resource modification, to connect DCS-M to a new network node. 
AR-M:

-  Support AR media rendering function for AR communication based on the received AR metadata and audio/video media stream.

UE:

-
Support data channel capability.
-
Decides whether to use the network rendering method and change the split ratio of the rendering tasks based on its status.
Editor’s note:
Additional IMS node impacts is FFS.
END of CHANGES
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