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Abstract: A new solution for KI#1, which proposes how to address the scenario when network slice instance in the CN is overloaded.
1. Introduction
This contribution is a resubmission of S2-2202054 for SA2#150E, targeting at how to address the scenario when the network slice instance in the CN is overloaded.
2. Discussion
2.1 One-to-many mapping between S-NSSAI and Network Slice instance
[bookmark: S2-173206]Since R15, the relationship between the S-NSSAI and the Network Slice instances were discussed in the discussion paper S2-172820 (S-NSSAI and Network slice instance) for SA2#120 and discussion paper S2-173206 (S-NSSAI to NSI relationship and introduction of the Core Network Slice instance Identifier) for SA2#121, which proposed multiple NSIs for the same S-NSSAI. The scenario is the NSI selection logic may select some of the NSIs for other reasons than operational (i.e. addressing e.g. load/capacity of the NSIs).
[bookmark: S2-174034]The document S2-174034 ( S-NSSAI and Network Slice instances) approved for SA2#121 related to multiple NSIs defines the following: 
	Based on the operator’s operational or deployment needs multiple Network Slice instances of a Network Slice may be deployed in the same or in different registration areas for the same S-NSSAI. Whenever a UE is associated with an S-NSSAI, it will be served by only one instance at a time out of any of the corresponding deployed multiple Network Slice instances.


The above sentences are the agreement made on multiple Network Slice instances and what currently described in the TS 23.501 V17.4.0 related to this is the following: 
	5.15.2	Identification and selection of a Network Slice: the S-NSSAI and the NSSAI
5.15.2.1	General
In a PLMN, when an S-NSSAI is associated with more than one Network Slice instance, one of these Network Slice instances, as a result of the Network Slice instance selection procedure defined in clause 5.15.5, serves a UE that is allowed to use this S-NSSAI. For any S-NSSAI, the network may at any one time serve the UE with only one Network Slice instance associated with this S-NSSAI until cases occur where e.g. this Network Slice instance is no longer valid in a given Registration Area, or a change in UE's Allowed NSSAI occurs, etc. In such cases, procedures mentioned in clause 5.15.5.2.2 or clause 5.15.5.2.3 apply.



2.2 Early Binding vs Late Binding
The concepts of the Early Binding and Late Binding were discussed during the SA2#122 meeting (See 
S2-174538, Network Slice Instance selection). The overall concept of Early Binding and Late Binding are as follows:
Early Binding (EB) -  Associating the UE with the selected NSI(s) according to the UE’s Allowed S-NSSAI(s) upon the successful UE registration. The identification of the selected target serving NSI corresponding to the Allowed S-NSSAI and the serving NRF for the target NSI are identified and responded to the serving AMF to support future PDU session establishment.
  Late Binding (LB) -  Associating the UE with Allowed S-NSSAI upon the successful UE registration, however, the selection of the target NSI happens only when receiving the first PDU session establishment request for the specific Allowed S-NSSAI. Once the target NSI is selected, the serving NRF for the target NSI is also selected to progress the PDU session establishment procedure.
In SA2#122Bis meeting, the document S2-176704 (23.501: Network Slicing clause 5.15.5 – Early vs. Late Binding of UE with the associated NSI corresponding to Allowed S-NSSAI) is approved which proposes the mechanism on the early vs. late binding of the UE with the selected NSI corresponding to Allowed S-NSSAI determined by the NSSF. The details of network slice instance selection (early binding vs late binding) can be found in the TS 23.501 V17.4.0 and TS 23.502 V17.4.0.  
	Early Binding in TS 23.501 
5.15.5.2.1	Registration to a set of Network Slices
[bookmark: _Hlk497413897]-	The NSSF returns to the current AMF the Allowed NSSAI for the applicable Access Type, the mapping of each S-NSSAI of the Allowed NSSAI to the Subscribed S-NSSAIs if determined and the target AMF Set, or, based on configuration, the list of candidate AMF(s). The NSSF may return the NRF(s) to be used to select NFs/services within the selected Network Slice instance(s), and the NRF to be used to determine the list of candidate AMF(s) from the AMF Set. The NSSF may return NSI ID(s) to be associated to the Network Slice instance(s) corresponding to certain S-NSSAIs. NSSF may return the rejected S-NSSAI(s) as described in clause 5.15.4.1. The NSSF may return the Configured NSSAI for the Serving PLMN and the associated mapping of the Configured NSSAI to HPLMN S-NSSAIs. The NSSF may return Target NSSAI as described in clause 5.3.4.3.3.
Early Binding in TS 23.502 
[bookmark: _Toc20203932][bookmark: _Toc27894617][bookmark: _Toc36191684][bookmark: _Toc45192770][bookmark: _Toc47592402][bookmark: _Toc51834483][bookmark: _Toc91153494]4.2.2.2.3	Registration with AMF re-allocation
4b.	[Conditional] NSSF to Initial AMF: Response to Nnssf_NSSelection_Get (AMF Set or list of AMF addresses, Allowed NSSAI for the first access type, [Mapping Of Allowed NSSAI], [Allowed NSSAI for the second access type], [Mapping of Allowed NSSAI], [NSI ID(s)], [NRF(s)], [List of rejected (S-NSSAI(s), cause value(s))], [Configured NSSAI for the Serving PLMN], [Mapping Of Configured NSSAI]).
	The NSSF performs the steps specified in point (B) in clause 5.15.5.2.1 of TS 23.501 [2]. The NSSF returns to initial AMF the Allowed NSSAI for the first access type, optionally the Mapping Of Allowed NSSAI, the Allowed NSSAI for the second access type (if any), optionally the Mapping of Allowed NSSAI and the target AMF Set or, based on configuration, the list of candidate AMF(s). The NSSF may return NSI ID(s) associated to the Network Slice instance(s) corresponding to certain S-NSSAI(s). The NSSF may return the NRF(s) to be used to select NFs/services within the selected Network Slice instance(s). It may return also information regarding rejection causes for S-NSSAI(s) not included in the Allowed NSSAI. The NSSF may return Configured NSSAI for the Serving PLMN, and possibly the associated mapping of the Configured NSSAI. If the NSSRG information was included in the request, the NSSF provides the Configured NSSAI as described in clause 5.15.12 of TS 23.501 [2].
4.3.2.2.3.2	Non-roaming and roaming with local breakout


Figure 4.3.2.2.3.2-1: SMF selection for non-roaming and roaming with local breakout scenarios
This procedure may be skipped altogether if SMF information is available in the AMF by other means (e.g. locally configured); otherwise:
-	when the serving AMF is aware of the appropriate NRF to be used to select NFs/services within the corresponding Network Slice instance based on configuration or based on the Network Slice selection information received during Registration, only steps 3 and 4 in the following procedure are executed as described in Figure 4.3.2.2.3.2-1;
-	when the serving AMF is not aware of the appropriate NRF to be used to select NFs/services within the corresponding Network Slice instance, all steps in the following procedure are executed as described in Figure 4.3.2.2.3.2-1.
1.	The AMF invokes the Nnssf_NSSelection_Get service operation from the NSSF in serving PLMN with the S-NSSAI of the Serving PLMN from the Allowed NSSAI requested by the UE, PLMN ID of the SUPI, TAI of the UE and the indication that the request is within a procedure of PDU Session establishment in either the non-roaming or roaming with local breakout scenario.
2.	The NSSF in serving PLMN selects the Network Slice instance, determines and returns the appropriate NRF to be used to select NFs/services within the selected Network Slice instance, and optionally may return a NSI ID corresponding to the Network Slice instance.
3.	AMF queries the appropriate NRF in serving PLMN by issuing the Nnrf_NFDiscovery_Request including at least the S-NSSAI of the Serving PLMN for this PDU Session from the Allowed NSSAI, PLMN ID of the SUPI, DNN and possibly NSI ID if the AMF has stored an NSI ID for the S-NSSAI of the Serving PLMN for this PDU Session from the Allowed NSSAI.
NOTE:	The list of parameters for SMF selection is defined in clause 6.3.2 of TS 23.501 [2]. See also clause 5.34.3 of TS 23.501 [2] for I-SMF selection.
4.	The NRF in serving PLMN provides to the AMF, e.g. FQDN or IP address, of a set of the discovered SMF instance(s) or Endpoint Address(es) of SMF service instance(s) in Nnrf_NFDiscovery_Request response message, and possibly an NSI ID for the selected Network Slice instance corresponding to the S-NSSAI for subsequent NRF queries.



	Late Binding in TS 23.501 
[bookmark: _Toc91148396][bookmark: _Toc51769299][bookmark: _Toc47342598][bookmark: _Toc45183756][bookmark: _Toc36187852][bookmark: _Toc27846721][bookmark: _Toc20149922]5.15.5.3	Establishing a PDU Session in a Network Slice
If the AMF is not able to determine the appropriate NRF to query for the S-NSSAI provided by the UE, the AMF may query the NSSF with this specific S-NSSAI, location information, PLMN ID of the SUPI. The NSSF determines and returns the appropriate NRF to be used to select NFs/services within the selected Network Slice instance. The NSSF may also return an NSI ID to be used to select NFs within the selected Network Slice instance to use for this S-NSSAI.
Late Binding in TS 23.502
4.3.2.2.3.2	Non-roaming and roaming with local breakout


Figure 4.3.2.2.3.2-1: SMF selection for non-roaming and roaming with local breakout scenarios
This procedure may be skipped altogether if SMF information is available in the AMF by other means (e.g. locally configured); otherwise:
-	when the serving AMF is aware of the appropriate NRF to be used to select NFs/services within the corresponding Network Slice instance based on configuration or based on the Network Slice selection information received during Registration, only steps 3 and 4 in the following procedure are executed as described in Figure 4.3.2.2.3.2-1;
-	when the serving AMF is not aware of the appropriate NRF to be used to select NFs/services within the corresponding Network Slice instance, all steps in the following procedure are executed as described in Figure 4.3.2.2.3.2-1.
1.	The AMF invokes the Nnssf_NSSelection_Get service operation from the NSSF in serving PLMN with the S-NSSAI of the Serving PLMN from the Allowed NSSAI requested by the UE, PLMN ID of the SUPI, TAI of the UE and the indication that the request is within a procedure of PDU Session establishment in either the non-roaming or roaming with local breakout scenario.
2.	The NSSF in serving PLMN selects the Network Slice instance, determines and returns the appropriate NRF to be used to select NFs/services within the selected Network Slice instance, and optionally may return a NSI ID corresponding to the Network Slice instance.
3.	AMF queries the appropriate NRF in serving PLMN by issuing the Nnrf_NFDiscovery_Request including at least the S-NSSAI of the Serving PLMN for this PDU Session from the Allowed NSSAI, PLMN ID of the SUPI, DNN and possibly NSI ID if the AMF has stored an NSI ID for the S-NSSAI of the Serving PLMN for this PDU Session from the Allowed NSSAI.
NOTE:	The list of parameters for SMF selection is defined in clause 6.3.2 of TS 23.501 [2]. See also clause 5.34.3 of TS 23.501 [2] for I-SMF selection.
4.	The NRF in serving PLMN provides to the AMF, e.g. FQDN or IP address, of a set of the discovered SMF instance(s) or Endpoint Address(es) of SMF service instance(s) in Nnrf_NFDiscovery_Request response message, and possibly an NSI ID for the selected Network Slice instance corresponding to the S-NSSAI for subsequent NRF queries.



As can be seen from above descriptions of specifications, no matter early binding or late binding, when the AMF is aware of the appropriate NRF to be used to select NFs/services within the corresponding Network Slice instance, the AMF always queries this NRF associated with for SMF selection for a given S-NSSAI. In addition, the AMF stores the selected NSI ID of the S-NSSAI for the PDU Session in the UE context so that this NSI ID can be reused for the SMF selection for other PDU Sessions for the same S-NSSAI. In other words, the AMF is restricted to discover the SMF within the same Network Slice instance for the same S-NSSAI during PDU session establishment procedure. 
Observation: The existing mechanism of associating the UE with only one Network Slice instance associated with a given S-NSSAI is not flexible and will cause the resource shortage for the selected Network Slice instance. Because the UE may establish multiple PDU Sessions for the same S-NSSAI, which associate the same Network Slice instance.
Proposal: It is proposed that the Network Slice instance serving UE in the CN can be reselected for a given S-NSSAI, in order to alleviate current load status of selected Network Slice instance.
2. Text Proposal
It is proposed to capture the following changes into TR 23.700-41 V0.2.0.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc97057173][bookmark: _Toc97266751][bookmark: _Toc97057175][bookmark: _Toc97266753]6	Solutions
[bookmark: _Toc22214907][bookmark: _Toc23254040][bookmark: _Toc97057174][bookmark: _Toc97266752]6.0	Mapping of Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
	Solutions
	Key Issues

	
	KI#1
	KI#2
	KI#3
	KI#4
	KI#5
	KI#6

	[bookmark: MCCQCTEMPBM_00000029]Solution #1: Additional S-NSSAI associated with the PDU session
	X
	
	
	
	
	

	[bookmark: MCCQCTEMPBM_00000030]Solution #2: Slice Re-mapping Capabilities for Network Slice Service Continuity
	X
	
	
	
	
	

	[bookmark: MCCQCTEMPBM_00000031]Solution #3: Support of Network Slice Service continuity using SSC mode 3
	X
	
	
	
	
	

	[bookmark: MCCQCTEMPBM_00000032]Solution #4: PDU Session on compatible network slice
	X
	
	
	
	
	

	[bookmark: MCCQCTEMPBM_00000033]Solution #5: PDU session handover to a target CN with an alternative S-NSSAI support
	X
	
	
	
	
	

	Solution #6: Extended SoR VPLMN Slice Information transfer to UEs
	
	X
	
	
	
	

	Solution #7: Enabling awareness of Network Slice availability in VPLMNs
	
	X
	
	
	
	

	Solution #8: Gracefully network slice termination
	
	
	X
	
	
	

	Solution #9: Support of a Network Slice with an AoS not matching existing TA boundaries
	
	
	X
	
	
	

	Solution #10: Associating a validity timer with a temporary slice
	
	
	X
	
	
	

	Solution #11: Enabling UEs to Request S-NSSAIs not uniformly available
	
	
	X
	
	X
	

	Solution #12: Solution for Centralized Counting for Multiple Service Areas and 5GS-EPS Interworking
	
	
	
	X
	
	

	Solution #13: Hierarchical NSACF Architecture for Maximum UE/PDU Session number control
	
	
	
	X
	
	

	Solution #14: Maximum Number Distribution in multiple NSACFs
	
	
	
	X
	
	

	Solution #Y: Service continuity in case of Network Slice instance overload
	X
	
	
	
	
	

	
	
	
	
	
	
	




* * * * Second change * * * *(All new texts)
6.Y	Solution #Y: Service continuity in case of Network Slice instance overload
[bookmark: _Toc97057176][bookmark: _Toc97266754][bookmark: _Toc500949099][bookmark: _Toc22214909][bookmark: _Toc23254042]6.Y.1	Introduction
Based on the operator's operational or deployment needs, an S-NSSAI can be associated with one or more Network Slice instances. Based on the Clause 5.15.2.1 of TS 23.501[2], for any S-NSSAI, the network may at any one time serve the UE with only one Network Slice instance associated with this S-NSSAI until cases occur where e.g. this Network Slice instance is no longer valid in a given Registration Area, or a change in UE's Allowed NSSAI occurs, etc. 
The overall concept of Early Binding and Late Binding for Network Slice instance selection are as follows since R15:
Early Binding (EB) -  Associating the UE with the selected NSI(s) according to the UE’s Allowed S-NSSAI(s) upon the successful UE registration. The identification of the selected target serving NSI corresponding to the Allowed S-NSSAI and the serving NRF for the target NSI are identified and responded to the serving AMF to support future PDU session establishment. 
 Late Binding (LB) -  Associating the UE with Allowed S-NSSAI upon the successful UE registration, however, the selection of the target NSI happens only when receiving the first PDU session establishment request for the specific Allowed S-NSSAI. Once the target NSI is selected, the serving NRF for the target NSI is also selected to progress the PDU session establishment procedure.
As a consequence of only one Network Slice instance associated with a given S-NSSAI to serve UE, the AMF is constrained to discover SMF using the same Network Slice instance for a given S-NSSAI, once the Network Slice instance is selected by NSSF to serve UE that is allowed to use this S-NSSAI. Therefore, the case where this Network Slice instance is overloaded occurs. 
This is a solution to Key Issue#1, “Support of Network Slice Service continuity”, which proposes Network Slice instance reselection for a given S-NSSAI, in order to alleviate current load status of selected Network Slice instance.
This solution applies to both no mobility scenario and inter RA Mobility scenario.
[bookmark: _Toc97057177][bookmark: _Toc97266755]6.Y.2	Functional Description
[bookmark: _Toc500949101][bookmark: _Toc22214910]This solution is applied as follows: 
· It is assumed that the SMFs within the Network Slice instance are aware whether the Network Slice instance is overloaded. When the existing PDU session is decided as to be migrated to another Network Slice instance, the SMF performs PDU Session re-establishment by using the mechanism of SSC mode#2 or SSC mode#3.
· If there are multiple existing PDU sessions associated with the Network Slice instance, the SMF decides which existing PDU sessions need to be migrated to another Network Slice instance based on, e.g., SSC mode and other local policy. In order to prevent resource overload within the new Network Slice instance, the SMF may select parts of existing PDU sessions to be migrated. 
· The AMF is notified that the event that the Network Slice instance for a given S-NSSAI is overloaded, e.g. from OAM. The stored NSI ID that identifies the Network Slice instance that is overloaded is deleted by AMF from the UE context. Then AMF will query NSSF to select a suitable Network Slice instance for the new PDU session requested by UE.
[bookmark: _Toc23254043][bookmark: _Toc97057178][bookmark: _Toc97266756][bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc22214911]6.Y.3	Procedures



Figure 6.Y.3-1: Procedure of PDU Session re-establishment due to Network Slice instance overload
1. The AMF and SMF are aware of the event that the Network Slice instance for a given S-NSSAI is overloaded, e.g. based on OAM.
2. If this overloaded Network Slice instance is previously selected for UE, the stored NS ID that identifies the Network Slice instance that is overloaded is deleted by AMF from the UE context. For existing PDU sessions associated with the Network Slice instance, the SMF performs PDU Session re-establishment by using the mechanism of SSC mode#2 or SSC mode#3 as defined in Clause 4.3.5 of TS 23.502 [5]. If there are multiple existing PDU sessions associated with the Network Slice instance, the SMF decides which existing PDU sessions need to be migrated to the new Network Slice instance based on, e.g., SSC mode and other local policy.
3. The UE initiates PDU Session Establishment procedure as indicated by SMF, which requests to establish a new PDU session associated with same S-NSSAI as the existing PDU session.
4. Existing procedure as described in clause 4.3.2.2.3 of TS 23.502 [5] for SMF selection is performed, where new NSI ID is determined for the same S-NSSAI.
5. Other steps of the PDU Session Establishment procedure. A new SMF within the new Network Slice instance serves current PDU session. The old PDU Session is released as described in the TS 23.502 [5].
[bookmark: _Toc23254044][bookmark: _Toc97057179][bookmark: _Toc97266757]6.Y.4	Impacts on services, entities and interfaces
AMF:
· Deleting the NSI ID that identifies the Network Slice instance that is overloaded.
SMF:
· A new condition to trigger PDU Session re-establishment by using the mechanism of SSC mode#2 or SSC mode#3.
* * * * End of changes * * * *
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T he above   sentence s   are   the  agreement made on  multiple  Network Slice instances   and what   currently  described  in the  TS 23.501  V17.4.0  related to this  is   the following:    

5.15.2   Identification and selection of a Network Slice: the S - NSSAI and the NSSAI   5.15.2.1   General   In a PLMN,  when an S - NSSAI is associated with more than one Network Slice instance , one of these Network Slice  instances, as a result of the Network Slice instance  selection procedure defined in clause   5.15.5, serves a UE that is  allowed to use this S - NSSAI.  For any S - NSSAI, the network may at any one time serve the UE with only one Network  Slice instance associated with this S - NSSAI   until cases occur where e.g. this   Network Slice instance is no longer  valid in a given Registration Area, or a change in UE's Allowed NSSAI occurs, etc. In such cases, procedures  mentioned in clause   5.15.5.2.2 or clause   5.15.5.2.3 apply.  

 

