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Abstract: This contribution proposes a solution to address how to improve the correctness of the NWDAF analytic.
1.	Introduction
In AI community, there is a concept called ‘accuracy’ which is used to indicate the correctness of an AI/ML model’s predictions. The Accuracy is the percentage of correct predictions in all predictions. 
This document provides a solution to address FS_eNA_Ph3 KI#1: how to improve the correctness of the NWDAF analytic with AI/ML model accuracy. 
This contribution focuses on the solution to allow the NWDAF (AnLF) collect the label data and calculate AiU (accuracy in use).
2.	Proposal
It is proposed to adopt the following solution into 23.700-81.
* * * * ALL NEW TEXT * * * *
[bookmark: _Toc50130756][bookmark: _Toc50134070][bookmark: _Toc50134414][bookmark: _Toc50557366][bookmark: _Toc50549052][bookmark: _Toc55202360][bookmark: _Toc57209987][bookmark: _Toc57366378][bookmark: _Toc68086331]6.X	Solution #X: Accuracy based NWDAF Analytics Correctness Improvement.
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This solution is about KI #1: How to improve correctness of NWDAF analytics to address how to improve correctness of NWDAF analytics. 
In AI community, there is a concept called ‘accuracy’ which is used to indicate the correctness of an AI/ML model’s predictions. The Accuracy is the percentage of correct predictions in all predictions. 
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Figure 1: Accuracy in AI Community

As shown in Figure 2, Accuracy in Training (AiT) and Accuracy in Use (AiU) can be used to measure the correctness of a ML model, the Accuracy in Use should be observed/monitored by the NWDAF/network, which could be a trigger for NWDAF(MTLF) to re-train the ML Model if Accuracy in Use cross a threshold:
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Figure 2: Accuracy in Training with Training dataset vs Accuracy in Use with live network dataset 

1) As shown in left side of the Figure, a NWDAF(MTLF) trained a ML Model with Training dataset (input data, label data) and the Accuracy in Training is to indicate the performance of ML model in training stage by comparing prediction with label data in validation dataset reserved from training dataset.
2) The NWDAF(MTLF) deliver the trained ML Model to a NWDAF(AnLF), which will be used by the NWDAF(AnLF) to perform inference with input data from live network. 
3) As shown in right side of the Figure, Accuracy in Use is to indicate the performance of ML model used in live network by comparing prediction with the observed label data from the live network. 
Please note that the NWDAF(AnLF) performs inference with live network input data to get the prediction and also retrieves the label data from live network.
4) However, due to some reasons, e.g. different data distribution between training data set and data in live network, poor model generalization ability, etc., there may be a gap between Accuracy in Training and Accuracy in Use, and the Accuracy in Use usually is not as good as Accuracy in Training especially as times goes by. 
The NWDAF(AnLF) decides to indicate the NWDAF(MTLF) to re-train the AI/ML model e.g. if Accuracy in Use crosses a threshold or the gap between Accuracy in Training and Accuracy in Use crosses a threshold. 
In order to improve training data quality e.g. the data distribution, the NWDAF(AnLF) also provides the input data, label data, where prediction deviates from label data to some extent, to help the NWDAF(MTLF) to re-train a better AI/ML Model e.g. with model generalization ability.
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Figure 6.x.2-1 depicts the procedure for the proposed solution that the AnLF collects the label data and calculates the AiU.



Figure 6.X.2-1 AnLF collect label data and calculate accuracy in use
Step 1, The NWDAF(AnLF) service consumer subscribes to analytics information by invoking the Nnwdaf_AnalyticsSubscription_Subscribe service operation. The parameters that can be provided by the NWDAF service consumer are listed in clause 6.1.3, TS 23.288.
Step 2, The NWDAF(AnLF) subscribes to a NWDAF(MTLF) a trained ML Model by invoking the Nnwdaf_MLModelProvision (an Analytics ID) service operation. 
Step 3 and step 4, the MTLF trains the model according to the requirement from AnLF and notifies the AnLF with the ML model information by invoking Nnwdaf_MLModelProvision_Notify (analytic ID, the file address of the trained ML model, Accuracy in Training (AiT)) service operation.
Step 5~8, AnLF collects the input data from input data providers, e.g. OAM, NFs, makes predictions and sends the predictions to the NWDAF consumer NF. 
Step 9 ~ 10, the AnLF collects label data corresponding to predictions from data providers e.g. AF and SMF, and calculates the Accuracy in Use, which reflects the performance of ML model used in live network by comparing prediction with the observed labelled data from the live network. 
Step 11, the AnLF compares the Accuracy in Use and the Accuracy in Training and decide whether or not to send notification to MTLF to re-train the AI/ML model e.g. if Accuracy in Use cross a threshold or by comparing the between Accuracy in Training and Accuracy in Use.
Step 12 and 13, the AnLF sends a notification to the MTLF indicating that the Accuracy in Use is not good as the Accuracy in Training with a new service Nnwdaf_MLModelAiU_notify (analytic ID, AiU, input data and label data). And the MTLF retrains the model with new data from the AnLF.
In order to improve training data quality e.g. the data distribution, the AnLF provides the input data, label data, where prediction deviates from label data to some extent, to help the MTLF to re-train a better AI/ML Model e.g. with model generalization ability.
Step 14~15, the AnLF notifies the consumer that the Accuracy in Use is not as good as the Accuracy in Training to consequently stop using the provided analytic result by invoking the Nnwdaf_AnalyticInfo_Notify (analytic ID, AiU, Disable notification).
[bookmark: _Toc50130759][bookmark: _Toc50134073][bookmark: _Toc50134417][bookmark: _Toc50557369][bookmark: _Toc50549055][bookmark: _Toc55202363][bookmark: _Toc57209990][bookmark: _Toc57366381][bookmark: _Toc68086334]6.X.3	Impacts on services, entities and interfaces
The solution has the following impacts:
NWDAF(AnLF):
· Collects data from corresponding data provider(s) to calculate the Accuracy in Use.
· Sends the notifications to the NWDAF(MTLF) and consumer to inform the Accuracy in Use has decreased. 
NWDAF(MTLF):
· Receives the notification that the Accuracy in Use has decreased from NWDAF(AnLF) and re-trains the AI/ML Model. 

NWDAF service Consumer:
•	Receives the notification that the Accuracy in Use has decreased from NWDAF(AnLF) and stops using the analytics provided by the NWDAF(AnLF). 

* * * * End of change * * * *

3GPP
SA WG2 TD

image2.png
[43 B . . .
The accuracy of a machine learning algorithm is one way to Accuracy =

measure how often the algorithm a data point correctly. the number of correct predictions

Accuracy is the number of correctly predicted data points out of - * 100%
- all predictions
all the data points.” — DeepAl





image3.png
NWDAF(MTLF) NWDAF(AnLF)
(Al/ML Model Training in Platform) (Performing Inference in Live Network)

Live network Dataset
(input data, label data, prediction)

Training dataset Step 1 Deploying trained Al/ML
: Model in li twork
(input data, label data) OAETIIVE NENNOT

Performance Feedback

Step 3 ¢
- Validation IR (Accuracy in Use and valid data set )
Training dataset —’ ; ..
dataset in Training

Accuracy in Use





image4.emf
NWDAF

consumer

4. Nnwdaf_MLModelProvision_Notify (analytic ID, 

AiT,the file address of the trained ML model)

Data provider 

(Input data)

3. training model

7.Make predictions 

NWDAF

(MTLF)

NWDAF

(AnLF)

9. Collect Label data

12. Nnwdaf_MLModelAiU_notify (analytic 

ID, AiU, input data and label data)

14. Nnwdaf_AnalyticsSubscription_Notify 

(Analytic ID, AiU, Disable notification)

15. stop use current analytics

10. Calculate the AiU

2. Nnwdaf_MLModelProvision_Subscribe

6. Collect Input data

Data provider 

(Label data)

13. Retrain ML 

Model with new data 

11. Compare AiT and AiU and 

decide to do the following 

steps or not

1. Nnwdaf_AnalyticsSubscription_Subscribe

5. Determine input data providers 

and label data providers

8.  Nnwdaf_AnalyticsSubscription_Notify 


Microsoft_Visio_2003-2010_Drawing.vsd
NWDAF
(MTLF)


NWDAF
consumer


4. Nnwdaf_MLModelProvision_Notify (analytic ID, AiT,the file address of the trained ML model)


Data provider (Input data)


3. training model


7.Make predictions 


NWDAF
(AnLF)


9. Collect Label data


12. Nnwdaf_MLModelAiU_notify (analytic ID, AiU, input data and label data)


14. Nnwdaf_AnalyticsSubscription_Notify (Analytic ID, AiU, Disable notification)


15. stop use current analytics


10. Calculate the AiU


2. Nnwdaf_MLModelProvision_Subscribe


6. Collect Input data


Data provider (Label data)


13. Retrain ML Model with new data 


11. Compare AiT and AiU and decide to do the following steps or not


1. Nnwdaf_AnalyticsSubscription_Subscribe


5. Determine input data providers and label data providers


8.  Nnwdaf_AnalyticsSubscription_Notify 



