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Abstract of the contribution: This contribution proposes a solution which addresses aspects of key issue #7 and key issue #3, with a Federated Learning Server assisting AI/ML application server on federated learning members selection. 

[bookmark: _Hlk514274591][bookmark: _Hlk520730635]1		Discussion
Among the key issues approved by SA2#149E for FS_AIMLsys, key issue #7 relates to enhancements needed for 5Gs to assist federated learning (FL) operation. One important aspect of this key issue is how 5Gs can help the AI/ML application server to select which devices should take part of FL operation. There are two components here: 
· one is which information can be exposed by the 5GC to the application server so that the application server can select and manage the group of devices that are part of the FL operation, with the understanding that the logic for selecting and managing the group of FL members belongs to the application server,
· the other is about which information the 5GC needs from the application server to be able to assist the application server in selecting and managing members for FL operation. 

[bookmark: _Toc25353548][bookmark: _Toc25918794][bookmark: _Toc31011411][bookmark: _Toc43297409][bookmark: _Toc43733107][bookmark: _Toc50192858][bookmark: _Toc50467003][bookmark: _Toc54729752][bookmark: _Toc55202902][bookmark: _Toc57449878][bookmark: _Toc66787182][bookmark: _Toc97271687]5.7	Key Issue #7: 5GS Assistance to Federated Learning Operation
This KI is to study whether and how 5GS provides assistance to AF and the UE for the AF and UE to manage the FL operation and model distribution/redistribution (i.e. FL member selection, group performance monitoring, adequate network resources allocation and guarantee) to facilitate collaborative Application AI/ML based Federated Learning operation between the application clients running on the UEs and the Application Servers.
In order to provide assistance to the AF and the UE for FL operations, it is proposed to study the following aspects:
[bookmark: _Hlk96359125]On assistance to selection of UEs for FL operation:
-	Whether, how and what information provided by 5GC to the AF can help the AF to select and manage the group of UEs which will be part of FL operation.
NOTE:	The FL group management should be controlled and managed by the AF.
-	Whether, how and what information is required by the 5GC in order to assist the AF for selecting and managing the group of UEs which will be part of FL operation.
On performance monitoring/exposure:
-	How to monitor and expose a UE or a group of UEs performance (e.g. aggregated QoS parameters) as described in TS 22.261 [2] related to FL operations.
-	Whether and what existing or new monitoring events (e.g., QoS, location, load, congestion) are required to capture specific System Performance and Predictions for traffic related to AI/ML operations for FL operation.
Editor's note:	Whether 5GC is aware of the Application Layer FL operation so as to perform the above monitoring needs further discussion.
On FL performance:
-	How to assist AF to increase the FL performance (e.g., to manage latency divergence) among UEs when the application server receives the local ML model training information from different UEs in order to perform global model update.

It should be noted that key issue #3 tackles aspects related to 5GC information exposure to the application server, which also relate to FL operation (as one of the possible AI/ML operations).

[bookmark: _Toc23256816][bookmark: _Toc25353540][bookmark: _Toc25918786][bookmark: _Toc31011403][bookmark: _Toc43297401][bookmark: _Toc43733099][bookmark: _Toc50192850][bookmark: _Toc50466995][bookmark: _Toc54729744][bookmark: _Toc55202894][bookmark: _Toc57449870][bookmark: _Toc66787174][bookmark: _Toc97271683]5.3	Key Issue #3: 5GC Information Exposure to authorized 3rd party for Application Layer AI / ML Operation
This KI is related to WT#1.1b.
It is required for 5GC to expose different types of assistance information to AF for AI / ML operation. This KI will study the following aspects:
-	Whether and what assistance information and events are exposed from 5GS to AF, more specifically, the prediction of UE and/or network conditions and performance (e.g. location, QoS, load, Congestion, etc.) as described in TS 22.261 [2]? How?
NOTE:	User consent is assumed. Coordination with SA WG3 on exposing UE-related information to an AF is required to ensure privacy and security requirements are met.

[bookmark: _Hlk99377870]Many applications running over 5G mobile networks require a large amount of data from multiple distributed UEs to be used to train a single common AI/ML model at the application server side. To minimize the data exchange between the distributed UEs and the application server where the common model needs to be created, Federated learning (FL) may be applied. FL is a form of machine learning where instead of model training at a single entity, different versions of the model are trained at the different distributed hosts. With FL:
1. each distributed node in a FL scenario has its own local training data; 
2. each node computes parameters for its local ML model based on its local data; and 
3. the application server combines parameters of all the distributed models to generate an aggregated model. 
The objective of this approach is to keep the training dataset where it is generated and perform the model training locally at each individual learner in the federation. 
After training a local model, each individual FL member transfers its local model parameters, instead of raw training dataset, to the application server acting as an aggregation entity. The application server utilizes the local model parameters to update a global model which may eventually be fed back to the local learners (i.e. FL members) for further iterations until global model converges. As a result, each local learner benefits from the datasets of the other local learners only through the global model, shared by the aggregator (application server), without explicitly accessing high volume of privacy-sensitive data available at each of the other local learners. 
This is illustrated in Figure 1, where UEs serve as local learners and an AI/ML application server acts as an aggregator node.
[image: ]
Figure 1: Federated learning in a 5G network. Partial model and aggregated model both are transmitted on regular communication links.

FL training process can be explained in the following main steps:
· Initialization: A machine learning model (e.g., linear regression, neural network) is chosen to be trained on local nodes and initialized. 
· Client selection: a fraction of local nodes is selected to start training on local data. The selected nodes acquire the current statistical model while the others wait for the next federated round.
· Reporting and Aggregation: each selected node sends its local model to the server for aggregation. The central server aggregates the received models and sends back the model updates to the nodes. 
· Termination: once a pre-defined termination criterion is met (e.g., a maximum number of iterations is reached) the central server aggregates the updates and finalizes the global model.

FL is a task that requires a lot of communication, which puts a lot of strain on the 5G network. There is a latency constraint for local AI/ML models collection and aggregation, implying that latency divergence in collecting model from the local learners needs to be bounded.
Before starting FL training, 5GS and FL application server need to cooperate to establish the list of FL members.

2		Proposal
It is proposed to include candidate solution described below in FS_AIMLsys TR 23.700-80.


*** Start Change ***
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Table 6.0-1: Mapping of Solutions to Key Issues
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*** Next change – all text below is NEW ***

[bookmark: _Toc97271690][bookmark: _Toc326248710][bookmark: _Toc20147942][bookmark: _Toc23145942]6.X	Solution #X: Federated Learning Server assisting on federated learning members selection
[bookmark: _Toc97271691]6.X.1	Description
[bookmark: _Toc326248711][bookmark: _Toc20147943][bookmark: _Toc23145943]This solution addresses aspects of key issue #7 on 5GS Assistance to Federated Learning Operation and key issue #3 on 5GC Information Exposure to authorized 3rd party for Application Layer AI / ML Operation. 
The solution allows the 5GS to suggest devices that should be part of FL operation, based on requirements expressed by the AI/ML application server.
The solution relies on introduction of a Federated Learning Server which, when receiving a request from the AI/ML application server (acting as AF), helps to select UEs suitable to participate to the FL operation. The AI/ML application Server tasks the Federated Learning Server to propose UEs for FL operation. Based on suggestion from the Federated Learning Server, the AI/ML application server can trigger FL operations. The Federated Learning Server can be integrated in NEF, in NWDAF or be standalone. 
Further, the Federated Learning Server monitors whether suggested UEs remain available (e.g. registered, active, reachable), or still meet other selection criteria e.g. are still in the area of interest as proposed by the AI/ML application server. If UEs become unavailable or no longer meet selection criteria, the Federated Learning Server notifies the AF and may suggests new UEs. The AF then sends to suggested UEs a request to start federated learning cycle(s) and provides input model and receives output model from each UE for each learning cycle.
The Federated Learning Server may inquire or subscribe to UE locations (e.g. via AMF) and predictions (e.g. from NWDAF) about network load at UE locations and select the UEs located in network areas with lower load. 
The Federated Learning Server may inquire analytics about UE or network serving the UE (e.g. from NWDAF, e.g. Observed Service Experience related network data analytics, Network Performance Analytics, UE related analytics e.g. UE mobility analytics, User Data Congestion Analytics, and/or Dispersion Analytics as defined in 3GPP TS 23.288 [6]) and may preferably select UEs served by less loaded network components.
The Federated Learning Server may query or subscribe at AMF to UE related events such as connectivity state, UE loss of communication, UE reachability status, registration state changes, UE location, or UE moving in or out of area of interest, to inquire or monitor availability of UEs and preferably select connected, active, registered, and/or reachable UEs, and/or UEs within a desired area.
The Federated Learning Server may query or subscribe at UDM for UE reachability and preferably select reachable UEs. The Federated Learning Server shall query or subscribe at UDM for roaming status and shall only select non-roaming UEs.
[bookmark: _Toc97271692]6.X.2	Procedures
The procedure for Federated Learning Server assisting on federated learning members selection is depicted in figure 6.X.2-1.



Figure 6.X.2-1: Federated Learning Server provides suggestions for UEs that can participate to FL operation

NOTE 1:	For simplicity, NEF is not shown in the figure, however, the 3rd party AF would first interact with NEF which then would in turn interact with the Federated Learning Server.
1. The AI/ML application server (acting as AF) prepares for running FL training by collecting information such as potential FL members, FL aggregated model size, local model size, model aggregation average latency target for FL iterations, expected number of iterations and time interval between iteration, time window when FL training needs to be performed. It determines an initial list for candidate FL members. 
2.	The AF tasks Federated Learning Server (which could be integrated in NEF, NWDAF or be standalone) to propose UEs for FL operation.
The AF indicates a list or group of UEs to choose from, the number of UEs required to perform federated learning cycle, possibly a desired location of UEs in a form of a target area for FL, duration for iteration and desired average latency for FL iterations. When providing a target area for FL, the AF may provide sub-areas, and provide a percentage of UEs that should take part in FL from each sub-area, and/or a minimum number of UEs and /or a maximum number of UEs that should take part in FL from each sub-area.
Optionally, the AF may provide time when to start federated learning, duration of federated learning, size of input model and/or output model.
NOTE 2:	Step 2 is shown as AIML_session Create Request, but step 2 could also be realized via an analytics request / subscription with new analytics type.
3-4.	The Federated Learning Server may query or subscribe at AMF to UE related events such as connectivity state, UE loss of communication, UE reachability status, registration state changes, UE location, or UE moving in or out of area of interest, to inquire or monitor availability of UEs and preferably select connected, active, registered, and/or reachable UEs and/or UEs within a desired region.
5.	The Federated Learning Server may query or subscribe at UDM for UE reachability and preferably select reachable UEs. The Federated Learning server shall query or subscribe at UDM for roaming status and shall only select non-roaming UEs.
6-7.	The Federated Learning Server may inquire analytics about UE or network serving the UE (e.g. from NWDAF, e.g. Observed Service Experience related network data analytics, Network Performance Analytics, UE related analytics, UE mobility analytics, User Data Congestion Analytics, and/or Dispersion Analytics as defined in 3GPP TS 23.288) and may preferably select UEs served by less loaded network components.
8.	The Federated learning Server select UEs for the federated learning from the group of UEs. The Federated Learning Server may select more UEs than requested to prepare for unresponsive UEs.
9.	The Federated Learning Server provides a list of suggested UEs to the AF.
10.	The AF sends to suggested UEs a request to start federated learning cycle(s) with input model and receives output model from each UE for each learning cycle.
[bookmark: _Toc97271693]11-12. The Federated Learning Server monitors whether suggested UEs remain available (registered, active, reachable), or still meet other selection criteria e.g. area of interest. If UEs become unavailable or no longer meet selection criteria the Federated Learning Server notifies the AF. The Federated Learning Server may also suggest new UEs for FL operation.
13-16. When the AF requests termination of federated learning session from Federated Learning Server, the Federated Learning Server terminates related events subscriptions and analytics subscriptions at AMF, UDM, and/or NWDAF.
6.X.3	Impacts on services, entities and interfaces
Federated Learning Server providing suggestions to the AI/ML application server on UEs that should take part of FL operation.
NEF services to allow AI/ML application server to use the Federated Learning server services.
New analytics from NWDAF if the Federated Learning server is located in NWDAF.
Editor's note:	It is FFS where the Federated Learning Server is located, e.g. at NEF, or NWDAF or standalone.
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