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[bookmark: _Hlk526665839]Abstract of the contribution: This paper proposes a solution for the key issues on ““Policy control enhancements to support multi-modality flows coordinated transmission for single UE” and ““Support the Application Synchronization and QoS Policy Coordination for Multi-modal Traffic among Multiple UEs” for inclusion in TR 23.700-60.
Discussion
The FS_XRM TR 23.700-60 has two Key Issues agreed related to support of multi-modal communication services in 5GS: 
1. “Policy control enhancements to support multi-modality flows coordinated transmission for single UE”
This key issue will study:
· Whether and how to enable, for a single UE, policy enhancements for delivering related tactile and multi-modal data (e.g., audio, video and haptic data related to a specific time) for an application to the user at a similar time (e.g., QoS policy coordination).	
· Potential enhancements to policy control to support coordination handling at the application.
· Whether and how interaction between AF and 5GS is performed for application synchronization and QoS policy coordination between multiple QoS flows of a single UE.
2. “Support the Application Synchronization and QoS Policy Coordination for Multi-modal Traffic among Multiple UEs”
This key issue will study:
· [bookmark: OLE_LINK68]Whether and how to enable for multiple UEs the delivering related tactile and multi-modal data (e.g. audio, video and haptic data related to a specific time) with an application to the user at a similar time, focusing on the need for policy control enhancements (e.g. QoS policy coordination).
· Potential enhancements to policy control to support coordination handling at the application.
· Whether and how interaction between an AF and the 5GS is needed for QoS policy coordination among multiple UEs.
The KIs are very related. The commonality for both is that there is an application that generates multiple related real-time traffic streams, e.g., audio, video and haptics. The first KI considers the case that these streams are terminated at a single UE or possibly separate endpoints that are connected or tethered to a single UE. The second KI covers the case that the streams may be terminated to multiple separate UEs. 
In both cases the main relation between the streams is that they should be played out (audio), rendered (video) or otherwise reflected (haptic feedback) to the user in a synchronous manner. While the precise synchronization needs to be taken care by the application itself (e.g., based on timestamps in the packet stream), also the network delays of the streams should be similar with a certain accuracy. The required network latency accuracies are described in TS 22.261 clause 6.43.1 (see Table 1).
[bookmark: _Hlk87540359]Table 1: Typical synchronization thresholds for immersive multi-modality VR applications
	Media components
	synchronization threshold (note 1)

	audio-tactile
	audio delay:
50 ms
	tactile delay:
25 ms

	visual-tactile
	visual delay:
15 ms
	tactile delay:
50 ms

	NOTE 1:  for each media component, “delay” refers to the case where that media component is delayed compared to the other.



[bookmark: _Hlk94089313][bookmark: _Hlk94089401][bookmark: _Hlk96351276]In addition to the synchronized delivery, there may also be other relationships between the streams that the network should know to provide an optimal treatment for them, for instance:
· Relative priority between the streams: For some applications, e.g., video conferencing, audio might have higher priority than video. For other applications, e.g., video surveillance, it could be the other way around. One of the streams might even be so important to the application QoE, that if it fails the whole application becomes unusable. The network, especially 5G RAN, could use this knowledge to prioritize the most important stream(s) in congestion or poor radio coverage situations.
· Dependency between the streams for delayed or dropped packets: If there are transient issues with stream delivery, e.g., due to handovers, would it be best that the streams are all affected at the same instant, or is it better that the instants are non-overlapping. The network could use this knowledge for instance for timing handovers.
From a solution perspective the first order information that the 5GS needs from the Application is the knowledge that specific traffic flows, be it for a single UE or multiple UEs, are related to each other. In addition to this, it is useful that the application can express more information and its preferences about the relationship. 
This solution proposes that the AFSessionWithQoS API is extended with a set of new parameters to allow an Application Function (AF) to provide the relationship information across any number of traffic flows for any number of UEs to the NEF. NEF determines whether to invoke the TSCTSF or to directly contact the PCF. If TSCTSF is invoked, Ntsctsf_QoSandTSCAssistance API is used. AF-provided parameters are provided to the PCF via PolicyAuthorization API from NEF or TSCTSF and converted to policy information for the PDU session or QoS flow specific policies at the PCF. The PCF maps the policies to specific PDU sessions or QoS flows and the relevant information about them is delivered via SMF to the User Plane nodes serving the UEs, i.e., to the R(AN) nodes via Control Plane interfaces and the UPF via N4 interface. The User Plane nodes may treat the information either as rules (to be explicitly enforced) or as assistance information (to be used for benefit without explicit enforcement). 
To this effect, the following solution is proposed for TR 23.700-60.
Proposal
It is proposed to add the following solution to TR 23.700-60.

*** Start of changes (all new text) ***
[bookmark: _Toc26386429][bookmark: _Toc26431235][bookmark: _Toc30694633][bookmark: _Toc43906656][bookmark: _Toc43906772][bookmark: _Toc44311898][bookmark: _Toc50536540][bookmark: _Toc54930314][bookmark: _Toc54968119][bookmark: _Toc57236441][bookmark: _Toc57236604][bookmark: _Toc57530245][bookmark: _Toc57532446][bookmark: _Toc93073663]6.x	Solution #x: Network Exposure and Policy Control Enhancements for Supporting Correlated Traffic Flows for a Single UE or Across Multiple UEs
[bookmark: _Toc510607500][bookmark: _Toc518306734][bookmark: _Toc26386430][bookmark: _Toc26431236][bookmark: _Toc30694634][bookmark: _Toc43906657][bookmark: _Toc43906773][bookmark: _Toc44311899][bookmark: _Toc50536541][bookmark: _Toc54930315][bookmark: _Toc54968120][bookmark: _Toc57236442][bookmark: _Toc57236605][bookmark: _Toc57530246][bookmark: _Toc57532447][bookmark: _Toc93073664]6.x.1	Introduction
Many applications, such as tactile and multi-modal applications, transmit multiple traffic flows across the network, such as for an audio stream, a video stream and a stream that carries haptic sensory information. The traffic flows may be terminated into one or more endpoints, for instance the audio and video stream may be processed by VR glasses, while the haptic feedback may be processed by a separate glove or a pad. The endpoints may be related to a single 5G UE, e.g., via hardware integration, local connectivity or tethering, or they may be related to multiple separate 5G UEs. One example case is depicted in Figure 5.1.2-1 of TS 22.847.
NOTE: 	While tactile and multi-modal applications are used as an example, other type of applications, for instance in the area of Industrial IoT, may also transmit multiple related traffic flows across single or multiple endpoints or 5G UEs.
The traffic flows are typically related so that their contents are played out (e.g., audio, video) or actuated (e.g., haptic feedback) by the endpoints in a synchronized manner. This means that also the network should deliver the flows with an identical delay within a certain accuracy.
The flows may also have other relationships, for instance they may have a specific relative priority order, one or multiple of the flows may be critical to the application experience in such a way that if their delivery fails (e.g., the delivery of packets is completely disrupted or at least disrupted longer than a specific threshold) the whole application fails, or if there are transient delivery errors affecting multiple flows (e.g., there is a number of lost or delayed packets), it is preferred that they occur or do not occur simultaneously across the flows.
This solution describes how an Application Function (AF) can provide information about which traffic flows related to a single or multiple UEs belong to the same group with each other, and how the flows within the same group should be treated with respect to each other in terms of relative priority, synchronized delivery or with respect to special situations such as handovers. 
The flow group and correlated treatment information is provided from the AF to the 5GS by extending the AFSessionWithQoS service API with a new set of parameters. The parameters provided by the AF are carried to the PCF via the NEF and the TSCTSF. The PCF maps them to specific PDU sessions or QoS flows as additional policy rules. From the PCF, they are forwarded to the SMF which eventually provides it to the entities processing the User Plane, especially the RAN, as part of Session Management procedures. The RAN can use the information in addition to the QoS profile to provide optimal treatment to the traffic flows belonging to the same flow group according to AF’s preferences. 
6.x.2	Functional Description
Application policies and preferences for correlated treatment of traffic flows terminating in one or multiple UEs are expressed with following new attributes. The attributes are provided to the 5GS by an Application Function (AF) in the context of Service Data Flows (SDFs). In the 5GS, they get mapped from SDF level attributes to the level of PDU sessions, 5G QoS flows and Data Radio Bearers (DRBs) according to the Policy Control and QoS frameworks. The new attributes are listed below:
· “Flow-Group”: This is a container containing the following attributes:
· “Identifier”: This attribute identifies the flow group uniquely within the 5GS. All flows that have the same “Identifier” value belong to the same flow group.
· “Priority-Rank”: This attribute provides the relative priority rank of the flow within the flow group. It can have a special value that indicates that the flow has the highest relative priority rank and is also considered critical within the group so that if its delivery according to its QoS requirements fails, the whole flow group also fails from the application perspective.
· “Synchronized-Delivery”: If this attribute is present, it indicates that 5GS should deliver the flows within the group in a synchronous manner with each other.
· “Delivery-Dependency”: This attribute has two possible values:
· Maximal: This value indicates that the flows within the flow group should be treated in as correlated manner as possible among each other with respect to transient delivery artifacts under the control of the 5GS such as handovers, so that the degradation caused by the artifact is as limited in time as possible across the flows.
· Minimal: This value indicates the flows within the flow group should be treated in as uncorrelated manner as possible among each other with respect to transient delivery artifacts under the control of the 5GS such as handovers, so that the degradation caused by the artifact is as non-overlapping in time as possible across the flows.
The Flow-Group container must include the “Identifier” attribute and also at least one of the other attributes to provide useful information for the 5GS.
Example:
Flow-1: 
[“UE-Id”=”10.10.10.100”, Flow identification, QoS requirements, …];
“Flow-Group”: { 
“Identifier”: “af1.example.com/1234”;
	“Priority-Rank”: “0”; // 0=Critical
	“Synchronous-Delivery”;
	“Delivery-Dependency”: “Minimal”
	}
Flow-2: 
[“UE-Id”=”10.10.10.200”, Flow identification, QoS requirements, …];
“Flow-Group”: { 
“Identifier”: “af1.example.com/1234”;
	“Priority-Rank”: “2”;
	“Synchronous-Delivery”;
	“Delivery-Dependency”: “Minimal”
	}
This shows two traffic flows that are related to two different UEs, for which Flow-Group information is provided by the AF. They can be seen as belonging to the same flow group as they share the same “Identifier”. Flow-1 is indicated to be “critical” (if it fails the whole group fails from application perspective) while Flow-2 has a lower relative priority within the group. It is requested that the flows would be delivered in a synchronous manner and that their delivery dependency would be kept as minimal as possible.
The AF provides these new attributes as Service Data Flow specific parameters via the Nnef_AFSessionWithQoS service API to the NEF. The AF and NEF ensure the uniqueness of the Flow-Group “Identifier” by for instance the AF appending its own unique identifier to it.
The NEF determines whether to invoke the TSCTSF or to directly contact the PCF. If TSCTSF is invoked, the parameters are carried to it using the Ntsctsf_QoSandTSCAssistance service API. The PCF receives them via the Npcf_PolicyAuthorization service API.
The PCF attaches the Flow-Group container to Policy Control and Charging (PCC) rules. Within the PCC rules, the Flow-Group container can be included as part of Service Data Flow Detection information that defines the method for detecting packets belonging to a SDF or a new part of PCC rules information can be defined for the container. The PCF decision for policies consisting of PCC rules and PDU session related attributes is provided to the SMF. The SMF evaluates the information, determines the QoS Flow binding and provides the QoS Flow configuration together with the new attributes (e.g., “Flow-Group” with “Id”, “Priority-Rank”, “Synchronous-Delivery” and “Delivery-Dependency”) within the PDU session establishment or modification procedure to the User Plane Elements.
For RAN the attributes are provided as Flow-Group Assistance Information for a specific QoS flow. The RAN may use the attributes for instance for the following purposes:
· “Priority-Rank”: In congestion situations, the RAN may use this as additional information on top of the QoS profile attributes to prioritize forwarding of packets across the set of QoS flows that carry traffic flows belonging to the same flow group.
· “Synchronous-Delivery”: The RAN may use this as additional information on top of the QoS profile attributes to ensure that QoS flows that carry traffic flows belonging to the same flow group are delivered in a synchronous manner. 
· “Delivery-Dependency”: The RAN may use this to plan and time handovers affecting Data Radio Bearers carrying QoS flows that carry traffic flows belonging to the same flow group.
As this solution and the Key Issues are focused only on “policy control enhancements” and “QoS policy coordination” aspects for correlated traffic flows, the exact actions taken by the RAN are out of scope. The purpose of the solution is merely to provide RAN enough information to know the application’s policies and preferences for the traffic flows. The RAN actions may be implementation specific.

6.x.3	Procedures

An overall procedure for AF requested correlated traffic flows is illustrated in Figure 6.x.3.1-1.
The AF performs this procedure separately for every traffic flow that belongs to the same flow group. 


Figure 6.x.3.1-1: Procedure for AF requested correlated traffic flows
Before making requests for any traffic flows, the AF creates or establishes with 5GS an Id for the Flow-Group that is unique within the context of the 5GS, and uses if for all the flows within the group. One way to ensure uniqueness is that the Flow-Group-Id consists of two parts: AF identifier and flow identifier. AF identifier is unique among the AFs and flow identifier is unique within the context of that AF. 
1-5.  The AF sends a request to reserve resources for an AF session using Nnef_AFsessionWithQoS_Create request. The AF includes in the request the Flow-Group container with its attribute values: Identifier, Priority-Rank, Synchronous-Delivery, and Delivery-Dependency. Within the Flow-Group container at least “Id” and one of the other attributes must be present, otherwise the other attributes are optional. The NEF authorizes the AF request and determines whether to invoke the TSCTSF or to directly contact the PCF depending on the parameters provided by the AF. These signalling steps are the same as for TS 23.502 [3] clause 4.15.6.6 for setting up an AF session with required QoS procedure. The PCF receives the AF provided attributes in step 3 (from NEF) or 3b (from TSCTSF).
6.	The NEF or the TSCTSF use Npcf_PolicyAuthorization_Subscribe service operation to subscribe to notifications of Resource allocation status. This step groups signalling steps 6-7b illustrated in TS 23.502 [3] clause 4.15.6.6 for setting up an AF session with required QoS procedure.
7.	The PCF makes a policy decision. The PCF may determine that the updated or new policy information need to be sent to the SMF. AF provided attributes for traffic flow grouping in step 1 may impact QoS control at SDF level (e.g., the authorized QoS to be enforced for each specific SDF) or at QoS Flow level (e.g., downgrading or an upgrading of the requested QoS as part of QoS Flow establishment or modification later triggered by SMF).
8. 	The PCF triggers Npcf_SMPolicyControl_UpdateNotify operation with possibly updated policy information about the PDU Session to the SMF. This update includes the attributes provided by the AF in step 1 and mapped by the PCF to a specific PDU session.
9. 	The SMF acknowledges the PCF request with a Npcf_SMPolicyControl_UpdateNotify response.
10.	SMF determines the authorized QoS of a QoS Flow using the PCC rules received in step 8 and initiates Network requested PDU Session Modification procedure as described in TS 23.502 [3] clause 4.3.3.2 to provide updated QoS attributes as user plane policies and Flow-Group Assistance Information for the correlated traffic flows to the NG-RAN (via AMF).
After receiving the information, the NG-RAN will apply it across the traffic flows that belong to the same flow group, e.g. for QoS and handover purposes. In NG-RAN level the grouping and attribute information may be mapped to, e.g., specific bearers that carry the grouped traffic flows.


[bookmark: _Toc26386435][bookmark: _Toc26431241][bookmark: _Toc30694639][bookmark: _Toc43906662][bookmark: _Toc43906778][bookmark: _Toc44311904][bookmark: _Toc50536546][bookmark: _Toc54930320][bookmark: _Toc54968125][bookmark: _Toc57236447][bookmark: _Toc57236610][bookmark: _Toc57530251][bookmark: _Toc57532452][bookmark: _Toc93073667][bookmark: _Toc20203937]6.x.4	Impacts on services, entities and interfaces

-	AF:
-	Provides the flow grouping information and application preferences to 5GS for each traffic flow belonging in the group. Responsible for generating a unique “Id” for the Flow-Group. 
-	NEF:
- Receives the flow grouping information from the AF and provides it further to either TSCTSF or PCF but does not do any new actions based on that information.
· - TSCTSF:
· - Receives the flow grouping information from NEF and provides it further to PCF. 
-	PCF:
-	Receives the flow grouping and correlated handling information either from AF, NEF or TSCTSF. Expands the flow specific PCC rules with this information. May map information such as relative priority to flow QoS parameters. Otherwise provides the information to SMF as dynamic policy update. 
-	UPF:
	- No impact
-	UE
- No impact
-	SMF:
-	 Forwarding Flow-Group Assistance Information to NG-RAN as part of the QoS Flow Establishment/Modification procedures
-	NG-RAN:
-	Receives the information about traffic flow grouping, prioritization and preferred delivery as assistance information. It is up to RAN implementation how to use the information for, e.g., QoS and mobility management purposes.


*** End of changes ***
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!@@@Chart-generator later than 5.0����ÿ��#This is the default signalling chart.
#Edit and press F2 to see the result.
#You can change the default chart
#with the leftmost button on the Preferences pane of the ribbon.
ue [label="UE"],
ran [label="NG-RAN", pos=-0.6],
amf [label="AMF"],  
smf [label="SMF"],
pcf [label="PCF"],  
tsctsf [label="TSCTSF"],
nef [label="NEF", pos=-0.5],
af [label="AF"];
  
#text.wrap=yes;
#hscale=0.7;
text.size.normal=12;
text.ident=left;
vspace 10;
hspace af 120; 
numbering = no; 

af->nef: 1. Nnef_AFsessionWithQoS_Create request
         (Flow-Group container: Id, Priority-Rank, 
         Synchronized-Delivery, Delivery-Dependency);
box nef -- nef: 2. Authorization;
nef->pcf: 3. Npfc_PolictyAuthorization_Create request [line.type=dashed];
nef->tsctsf: 3a. Ntsctsf_QoSandTSCAssistance_Create request [line.type=dashed];
tsctsf->pcf: 3b. Npfc_PolictyAuthorization_Create/Update request [line.type=dashed];
nef<-pcf: 4. Npfc_PolictyAuthorization_Create response [line.type=dashed];
tsctsf<-pcf: 4a. Npfc_PolictyAuthorization_Create/Update response [line.type=dashed];
nef<-tsctsf: 4b. Ntsctsf_QoSandTSCAssistance_Create response [line.type=dashed];
nef->af: 5. Nnef_AFsessionWithQoS_Create response;
box nef -- pcf: 6. NEF or TSCTSF can subscribe to notifications 
                of Resource allocation status as described in 
                TS 23.502 clause 4.15.6.6 via
                Npcf_PolicyAuthorization_Subscribe operation[line.type=dashed, text.ident=center]; 
box pcf -- pcf: 7. Policy decision in
                conjuction with Flow-Group 
                container (if avaiblable) [text.ident=center];
pcf->smf: 8. Npcf_SMPolicyControl_UpdateNotify request;
pcf<-smf: 9. Npcf_SMPolicyControl_UpdateNotify response;
box ue -- pcf: 10. Network requested PDU Session Modification procedure as described in TS 23.502 
               clause 4.3.3.2 is used to provide the updated user plane policies and Flow-Group 
               Assistance Information to the NG-RAN [text.ident=center]{
    smf->amf: Namf_Communication_N1N2MessageTransfer 
              (Flow-Group Assistance Information);
    amf->ran: N2 Message
              (Flow-Group Assistance Information);

};
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