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Abstract of the contribution: This paper proposes a modification in Key Issue#1 and a solution to address the Key Issue #X: Support service continuity between equivalent SNPNs
Discussion
As defined in TS 23.501 [1], session and service continuity need to be considered simultaneously. According to the definitions in the document, “session continuity” means the continuity of a PDU session. The anchoring point and IP address assigned to a UE in the PDU session is preserved for the lifetime of the PDU session. The session continuity can be guaranteed if equivalent SNPNs are interconnected.
In a case where equivalent SNPNs in the same administrative entities are deployed in different locations, the anchoring point and IP address assigned to a UE may change when UE moves from an SNPN to another SNPN. This contribution focuses on the service continuity.

Proposal
Add the following solution to TR 23.700-08.

* * * First Change * * * *

[bookmark: _Toc97274351]5.1	Key Issue #1: Enabling support for idle and connected mode mobility between SNPNs without new network selection
[bookmark: _Toc97274352]5.1.1	Description
The eNPN Phase 2 study item contains following work task that assumes the UE is in SNPN access mode: Support for enhanced mobility by enabling support for idle and connected mode mobility between SNPNs without new network selection. This KI aims at studying impacts to the 5G System for scenarios where the UE has a subscription with each of the source and target SNPN or can access both the source and target SNPN using credentials from a Credentials Holder:
-	Study how to enable optimizations for idle mode mobility without new network selection in the inter-SNPN mobility case.
-	Study how to enable optimizations for connected mode mobility without new network selection in the inter-SNPN mobility case.
-	Whether and how session and service continuity can be supported in case of idle mode and connected mode mobility between SNPNs.
-	Whether and which additional information transfer between SNPNs on top of Rel-17 is required for the above　mentioned mobility scenarios.



* * * Second Change * * * *

[bookmark: _Toc97274365][bookmark: _Toc93305721]6.x	Solution #x: Support service continuity between equivalent SNPNs
[bookmark: _Toc97274366]6.x.1	Introduction
The solution addresses key issue #1 "Enhanced mobility between SNPNs without new network selection".
As described in the Solution #1 in clause 6.1 of the present document, the solution utilizes a list of SNPN identities to enable UE with one single SNPN subscription efficiently access different SNPNs without performing new network selection.
The solution adds connectivity between equivalent SNPNs in the same administrative entity to support service continuity.
6.x.2	Functional Description
In a case where an administrative entity (e.g. an enterprise) hosts SNPN-1 in the headquarter campus and SNPN-2 and SNPN-3 in the branch campuses, as shown in Figure 6.x.2-1. Those SNPNs are physically located at different places but are equivalent with each other. Thus, UEs belonging to the enterprise system can move and access to the equivalent SNPN-1, SNPN-2 and SNPN-3 with the same credential. Hub & Spoke model is common in enterprise systems, so enterprise applications are deployed in the SNPN-1 in the headquarter campus. Service continuity for the enterprise application needs to be supported by connectivity between the equivalent SNPNs.

[image: ]
Figure 6.x.2-1 Inter-connected SNPNs in the same administrative entity


6.x.3	Procedures

In N9 connectivity option shown in Figure 6.x.3.1-1, SNPN-2 or SNPN-3 in the branch campuses selects a UPF for the UE and extends the PDU session towards a UPF in SNPN-1 via the N9 connectivity, as defined in 3GPP TS 23.501 [1]. The user plane traffic goes from the UPF in SNPN-2 or SNPN-3 to the enterprise application in SNPN-1.
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Figure 6.x.3-1 N9 connectivity option between SNPNs in the same administrative entity


In private connectivity option shown in Figure 6.3.3.2-1, the enterprise prepares and deploys private connectivity (e.g. L2VPN, L3VPN, etc.) and connects the private connectivity with data networks in SNPN-1, SNPN-2 and SNPN-3. The deployment of the private connectivity is out of scope in 3GPP.

Data networks deployed in the core or edge environment in the SNPNs can be connected with the private connectivity.

In a case where PDU session type is IP, anchoring point to the private connectivity and IP address assigned to a UE in SNPN-1 may change when UE moves from SNPN-1 and attaches to another SNPN. The reachability to the data network, hosting application services, in SNPN-1 is guaranteed over the private connectivity.

In a case where PDU session type is Ethernet, anchoring point to the private connectivity may change when UE moves from SNPN-1 and attaches to another SNPN. The MAC address of the UE can be learned by the private connectivity. Therefore, mobility of the UE is recognized by SNPN-1, SNPN-2 and SNPN-3. The data networks in SNPN-1, SNPN-2 and SNPN-3 interconnected by the private connectivity behaves as if they are a single L2 network. 


[image: ]
Figure 6.x.3-2 Private connectivity option between SNPNs in the same administrative entity
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