

SA WG2 Temporary Document
Page 8

3GPP TSG-WG SA2 Meeting #150E e-meeting 	S2-2203264
Elbonia, April 6 – 12, 2022	(revision of S2-2202523r02)

Source:	Huawei, HiSilicon
Title:	Sol2 update to investigate some specific parameters
Document for:	Approval
Agenda Item:	9.2
Work Item / Release:	FS_GMEC / Rel-18
Abstract: Solution2 update to allow exposure for some parameters for a group, specifically for traffic characteristics: transfer interval, data volume per cycle time, average and peak date rates, silence time interval, PDU Session Type, and for performance characteristics: end-to-end latency, service bit rate and packet error rate.
1. Introduction/Discussion
Transfer interval, data volume per cycle time, average and peak data rates, silence time intervals are parameters in traffic profiles required in 5G-ACIA White Paper (Exposure of 5G Capabilities for Connected Industries and Automation Applications, February 2021). 
-	The exposure reference points must enable the IIoT application to provide a traffic profile applicable to a single connection, to all connections of a device, or to all connections of a group of devices. The 5G NPN may use that information to assess its resource capacity and to optimize resource allocation. The traffic profile may be provided when a new connection is requested, or when an existing connection is modified
-	Note: Examples of parameters included in traffic profiles are: transfer interval and the data volume per cycle time, or average and peak data rates, silence time intervals may also be included to indicate when an established connection will not carry any user payload (e.g. at night or on weekends)

Traffic characteristics: transfer interval
Transfer interval as in TS 22.104, is time difference between two consecutive transfers of application data from an application via the service interface to 3GPP system, it indicates the time elapsed between any two consecutive messages delivered by the automation application to the ingress of the communication system. This parameter is applicable to periodic communication. In Rel-16 Vertcial_LAN and Rel-17 IIOT study, periodicity is specified as the time period between start of two data bursts in TSCAI or TSCAC that describe the traffic characteristics. The periodicity and transfer interval has the same indication function. Hence, it is proposed to map transfer interval to periodicity. This mapping can be performed by AF directly or by TSCTSF if AF provides transfer interval to TSCTSF via NEF.

The term transfer interval is defined in 5G ACIA as "time difference between two consecutive transfers of user data from the automation application via the reference interface to the wireless communication function" from IEC 62675-2. IN reality per 5G ACIA it can also apply to aperiodic transmission: "This parameter can have one value (periodic traffic) or parameters of a statistical deviation (aperiodic traffic). In case of bursts, the time between two bursts and the duration of the burst transmission is of interest ". Furthermore, it shall be noted that "For general requirement specifications of use cases, it is sufficient to specify a typical or a minimum value that the application does not fall below." So the mapping to periodicity may be not always the right one, depending by how are used after by 5GC. See the timing concept document from 5G-ACIA: 



Traffic characteristics: data volume per cycle time
Data volume per cycle time can be considered as the data volume within a cycle i.e. periodicity. In Rel-16 Vertcial_LAN and Rel-17 IIOT study, the Maximum Burst Size is specified as the individual QoS parameter to indicate the largest amount of data within a time period. The data volume per cycle time and Maximum Burst Size has the same indication function. Hence, it is proposed to map data volume per cycle time to Maximum Burst Size. This mapping can be performed by AF directly or by TSCTSF if AF provides data volume per cycle time to TSCTSF via NEF.

Traffic characteristics: average and peak data rates
Average data rate can be considered as the expected target data rate, the peak data rate can be considered as the maximum data rate. It is proposed to map average data rate to GBR, map peak data rate to MBR. This mapping can be performed by AF directly or by TSCTSF if AF provides average and peak data rates to TSCTSF via NEF.

Traffic characteristics: silence time interval
Silence time interval is used to indicate the time period when an established connection will not carry any user payload (e.g. at night or on weekends). In Rel-17 IIOT study, the temporal validity condition is specified for time synchronization service to indicate start-time and stop-time attributes that describe the time period when the time synchronization service is active. In the light of temporal validity condition for time synchronization service, it is proposed to map silence time interval to temporal invalidity condition that indicates the stop-time and start-time attributes that describe the time period when the user plane connection for packet transmission is inactive. This mapping can be performed by AF directly or by TSCTSF if AF provides silence time interval to TSCTSF via NEF. In addtion, the TSCTSF is responsible to manage the temporal invalidity condition used for user plane connection.

Traffic characteristics: PDU Session Type
PDU Session type is one PDU Session attribute and it can not be modified later during the lifetime of the PDU Session. However, use case in clause 9.1.2 of 5G-ACIA White Paper requires the connection characteristics can be changed from IP to Ethernet or vice versa. In Rel-16 Vertcial_LAN, PDU Session Type can be provisioned as part of the 5G VN group data, the PDU Sessions accessing to the 5G VN group needs to use the PDU Session Type of the corresponding 5G VN group. It is proposed that, the PDU Session Type of a 5G VN group can be updated after creation of a 5G VN group, this causes the update of corresponding URSP rules on the UE. If the UE has ongoing PDU Session for the 5G VN group, the UE can immediately release the PDU Session and re-establish the PDU Session for the 5G VN group via the updated URSP rule or the SMF can command the UE to re-establish the PDU Session via URSP rules upon reception of PDU Session change request.

Performance characteristics: end-to-end latency
End-to-end latency as in TS 22.261, is the time that it takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination. This parameter indicates the time allotted to the communication system for transmitting a message and the permitted timeliness. The maximum end-to-end latency is the most concerning parameter in those cases.
In Rel-16 Vertcial_LAN and Rel-17 IIOT study, Requested 5GS Delay is specified as the target transmission delay within 5GS. If AF provides the maximum end-to-end latency, then it is proposed to map maximum end-to-end latency to Requested 5GS Delay. This mapping can be performed by AF directly or by TSCTSF if AF provides maximum end-to-end latency to TSCTSF via NEF. Besides, the AF can indicate whether QoS Notification Control for Requested 5GS Delay in order to monitor the performance on end-to-end latency.
If average end-to-end latency is required to be monitored, then AF can activate QoS Monitoring for URLLC mechanism as specified in Rel-16 specification.

Performance characteristics: service bit rate 
Service bit rate, in the context of deterministic communication as in TS 22.104, indicates committed data rate sought from the communication service. This is the minimum data rate the communication system guarantees to provide at any time. It is proposed to map service bit rate to Requested Guaranteed Bitrate, and the monitoring of service bit rate can be achieved via QoS Notification Control for GFBR.

Performance characteristics: packet error rate
Packet error rate as in TS 23.501, defines an upper bound for a rate of non-congestion related packet losses. It is proposed to allow AF provide the PER to PCF, and the monitoring of packet error rate can be achieved via QoS Notification Control for PER.

2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-74 V0.1.0.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc97283006]6.2	Solution #2: New NEF service for connection management for a group
[bookmark: _Toc97283007]6.2.1	Introduction
Editor's note:	This clause briefly lists the key issue(s) addressed by this solution, and the main principles of the solution.
This solution aims to address the key issues for WT#1.2 #3: NEF exposure framework for provisioning of traffic characteristics and monitoring of performance characteristics, particularly it introduces a new NEF service to address how to use the NEF exposure framework to configure traffic characteristics applicable to each UE of a given group, and how to use the NEF exposure framework to monitor performance characteristics applicable to each UE of a given group.
The solution assumes that the group membership information (e.g., list of UE ID) of a group is already stored in the UDM/UDR via OAM configuration or NEF Parameter Provisioning service request, and will investigate the following traffic characteristics for this group:
-	Transfer interval: Time difference between two consecutive transfers of application data from an application via the service interface to 3GPP system. It indicates the time elapsed between any two consecutive messages delivered by the automation application to the ingress of the 3GPP system. Applicable only to periodic communication.
-	Data volume per cycle time: Largest data volume within a cycle i.e. one transmission occurred every transfer interval.
-	Average and peak data rates: Indicate the expected target data rate and maximum data rate of a connection during a given time window.
-	Silence time interval: Indicate the time period when an established connection will not carry any user payload (e.g. at night or on weekends).
-	PDU Session Type: Indicate the target PDU Session Type (e.g. Ethernet or IP) for an established connection.
The solution will investigate the following performance characteristics:
-	End-to-end latency: The time that it takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination. This parameter indicates the time allotted to the communication system for transmitting a message and the permitted timeliness. Maximum and average End-to-end latency are investigated in this solution.
-	Service bit rate: In the context of deterministic communication, this indicates committed data rate sought from the communication service. This is the minimum data rate the communication system guarantees to provide at any time.
-	Packet error rate: The Packet Error Rate (PER) defines an upper bound for the rate of PDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PER defines an upper bound for a rate of non-congestion related packet losses.

[bookmark: _Toc97283008]6.2.2	Functional Description
Editor's note:	This clause further details the solution principles and any assumptions made.
This solution introduces a new NEF service, this new service supports provisioning of traffic characteristics applicable to each UE of a given group, and monitoring of performance characteristics applicable to each UE of a given group.
The following are the main principles of the solution:
-	Via this new NEF service, the AF can provide NEF with the information targeting to a group in order to influence the user plane connection for packet transmission within 5GC.
Editor's note:	Whether a new NEF service is justified, or existing NEF services e.g. for parameter provisioning and monitoring can be enhanced is FFS.
Editor's note:	The user plane connection is mapping from "device connectivity" used in 5G-ACIA White Paper (Exposure of 5G Capabilities for Connected Industries and Automation Applications, February 2021). Whether other 3GPP terms instead of "user plane connection" can reflect "device connectivity" more appropriately is FFS.
-	NEF can query UDR with the group ID to retrieve the group subscription data, and then transforms the information targeting to a group (e.g. traffic characteristics to be configured or performance characteristics to be measured) to information for each UE group member.
Editor's note:	Further details on the data stored in UDR, e.g. whether it is treated as subscription data or other data type is FFS.
-	For traffic characteristics to be configured for each UE group member, NEF initiates the Policy Authorization request towards PCF directly or via TSCTSF, the PCF or TSCTSF performs mapping between the traffic characteristics to be configured and 5GS QoS parameters, and triggers PCF initiated SM Policy Association Modification/ Termination.
-	If transfer interval is one parameter within the traffic characteristics to be configured, the AF can map the transfer interval to periodicity and provide mapped periodicity to TSCTSF via NEF using existing mechanism as defined in clause 6.1.3.22 of TS 23.503 [4]. Alternatively, the AF can directly provide transfer interval to TSCTSF via NEF and then TSCTSF can map the transfer interval to periodicity, the TSCTSF can deliver the mapped periodicity in TSCAC using existing mechanism as defined in clause 5.27.2.3 of TS 23.501 [2].
-	If data volume per cycle time is one parameter within the traffic characteristics to be configured, the AF can map the data volume per cycle time to Maximum Burst Size and provide mapped Maximum Burst Size to TSCTSF via NEF using existing mechanism as defined in clause 6.1.3.22 of TS 23.503 [4]. Alternatively, the AF can directly provide data volume per cycle time to TSCTSF via NEF and then TSCTSF can map the data volume per cycle time to Maximum Burst Size, the TSCTSF can deliver the mapped Maximum Burst Size to PCF as defined in clause 6.1.3.22 of TS 23.503 [4].
-	If average and peak data rates are parameters within the traffic characteristics to be configured, the AF can map the average and peak data rates to Requested Guaranteed Bitrate and Requested Maximum Bitrate respectively, and provide the Requested Guaranteed Bitrate and Requested Maximum Bitrate via NEF using existing mechanism as defined in clause 6.1.3.22 of TS 23.503 [4]. Alternatively, the AF can directly provide average and peak data rates to TSCTSF via NEF and then TSCTSF can map the average and peak data rates to Requested Guaranteed Bitrate and Requested Maximum Bitrate, the TSCTSF can deliver the Requested Guaranteed Bitrate and Requested Maximum Bitrate to PCF as defined in clause 6.1.3.22 of TS 23.503 [4].
-	If silence time interval is one parameter within the traffic characteristics to be configured, the AF can map the silence time interval to temporal invalidity condition and provide temporal invalidity condition to TSCTSF via NEF. Alternatively, the AF can directly provide silence time interval to TSCTSF via NEF and then TSCTSF can map the silence time interval to temporal invalidity condition. The TSCTSF manages the temporal invalidity condition (start-time, end-time), for example when the start-time is reached, the TSCTSF initiates SM Policy Association Modification so to remove the QoS Flow or de-activate the UP connection of a PDU Session as defined in clause 4.16.5.2 of TS 23.502 [3]; when the end-time is reached, the TSCTSF initiates SM Policy Association Modification so to add a new QoS Flow or activate the UP connection of a PDU Session as defined in clause 4.16.5.2 of TS 23.502 [3].
-	If PDU Session Type is one parameter within the traffic characteristics to be configured, the AF should ensure that the requested PDU Session Type is configured as part of the 5G VN group data e.g. via Nnef_ParameterProvision_Create/Nnef_ParameterProvision_Update, so the UE group members within the target group have subscription for the requested PDU Session Type and have URSP rules configured for the requested PDU Session Type. If the PCF/SMF receives the requests to update the PDU Session type for an ongoing PDU Session and the requested PDU Session type is the only authorized PDU Session type subscribed for the UE or 5G VN group, then SMF sends PDU Session Release COMMAND to UE indicating that re-establishment of the PDU Session is required, so the UE will re-establish the PDU Session using URSP rules for the requested PDU Session Type.
NOTE:	There is only one subscribed PDU Session Type for a 5G VN group at a time.
-	For performance characteristics to be measured for each UE group member, NEF initiates the Event Exposure request towards PCF or NWDAF directly or via TSCTSF, e.g. for QoS Notification Control (QNC) or QoS Monitoring for URLLC.
-	If maximum end-to-end latency is one parameter within performance characteristics to be measured, the AF can map the maximum end-to-end latency to Requested 5GS Delay and provide Requested 5GS Delay to TSCTSF via NEF using existing mechanism as defined in clause 6.1.3.22 of TS 23.503 [4]. Alternatively, the AF can directly provide maximum end-to-end latency to TSCTSF via NEF and then TSCTSF can map the maximum end-to-end latency to Requested 5GS Delay, the TSCTSF can calculate the Requested PDB using Requested 5GS Delay and deliver the Requested PDB using existing mechanism as defined in clause 4.15.6.6 and 4.15.6.6a of TS 23.502 [3]. The PCF knows that Requested PDB is to be monitored, then the PCF triggers QoS Notification Control for Requested 5GS PDB. When the Requested 5GS PDB is no longer fulfilled , the RAN reports that the " PDB can no longer be guaranteed", additionally along with the measured PDB.
-	If average end-to-end latency is one parameter within performance characteristics to be measured, QoS Monitoring for URLLC as defined in clause 6.1.3.21 of TS 23.503 [4] can be re-used.
-	If service bit rate is one parameter within performance characteristics to be measured, the AF can map the service bit rate to Requested Guaranteed Bitrate, and provide the Requested Guaranteed Bitrate using existing mechanism as defined in clause 6.1.3.22 of TS 23.503 [4]. Alternatively, the AF can directly provide service bit rate to TSCTSF via NEF and then TSCTSF can map the service bit rate to Requested Guaranteed Bitrate, the TSCTSF can deliver the Requested Guaranteed Bitrate to PCF as defined in clause 6.1.3.22 of TS 23.503 [4]. The PCF knows that Requested Guaranteed Bitrate is to be monitored, then the PCF triggers QoS Notification Control for Requested Guaranteed Bitrate. When the Requested Guaranteed Bitrate is no longer fulfilled , the RAN reports that the "GFBR can no longer be guaranteed", additionally along with the measured flow bit rate.
-	If packet error rate is one parameter within performance characteristics to be measured, the AF can provide the Requested packet error rate as one parameter in Individual QoS parameters as defined in clause 6.1.3.22 of TS 23.503 [4]. The PCF knows that Requested packet error rate is to be monitored, then the PCF triggers QoS Notification Control for Requested packet error rate. When the Requested packet error rate is no longer fulfilled , the RAN reports that the "PER can no longer be guaranteed", additionally along with the measured packet error rate.
-	NEF performs the aggregation of the event reporting about performance characteristics to be measured for each UE group member, and sends this aggregated reporting is sent to AF as achieved performance for performance characteristics to be measured.
Editor's note:	Whether aggregated reporting is needed, what is the trigger and when to provide aggregated reporting are FFS.
Editor's note:	It is FFS what is information that can be provisioned as part of the traffic characteristics and what is the information that can be monitored as part of the performance characteristics.
Editor's note:	It is FFS whether there is a need and how to perform for event reporting aggregation for each monitored performance characteristic.
Editor's note:	It is FFS how to handle provisioning and monitoring for traffic between two UEs.
Editor's note:	It is FFS how to handle transfer interval with statistical deviation (aperiodic traffic).
Editor's note:	It is FFS whether NWDAF is involved and how NWDAF functions in this solution.
Figure 6.2.2-1 depicts the architecture to support connection management for a group:


Figure 6.2.2-1: Architecture to support connection management for a group
AF: Application Function that interacts with NEF to control (establish, modify, terminate, monitor) the user plane connection for packet transmission within 5GC.
[bookmark: _GoBack]NEF: 5G capabilities exposure function that supports interacting with AF in order for AF to influence the user plane connection for packet transmission within 5GC. It can also query UDR with the group ID to retrieve the group subscription data, and then transform the information target to a group to information for each UE group member, as well as interact with NWDAF and/or PCF (via TSCTSF) to request network resources for the user plane connection. It also performs the aggregation of the monitoring reports for each UE group member.
UDR: Storage of the group subscription data including group membership.
NWDAF: Performs network data analytics and exposes the analytics to AF via NEF as requested.
PCF: Perform mapping between traffic characteristics to be configured and 5GS QoS parameters, and provides policy rules to Control Plane function(s) to enforce them, e.g. TSCAI, QoS Notification Control (QNC) or QoS Monitoring for URLLC.
TSCTSF: Provide Ntsctsf_QoSand TSCAssistance to allow handling for AF requests with individual QoS parameters as described in clause 6.1.3.22 of TS 23.503 [4].
[bookmark: _Toc97283009]6.2.3	Procedures
Editor's note:	This clause describes high-level procedures and information flows for the solution.

[bookmark: _Toc97283010]6.2.4	Impacts on existing entities and interfaces
Editor's note:	This clause lists impacts to existing entities and interfaces.
AF: provide the transfer interval, data volume per cycle time, the average and peak data rates, the maximum end-to-end latency, the service bit rate, Requested packet error rate, temporal invalidity condition (start-time, end-time), target PDU Type in AF request.
NEF: query UDR with the group ID to retrieve the group subscription data, and then transform the information target to a group to information for each UE group member.
TSCTSF: map the transfer interval to periodicity, map the data volume per cycle time to Maximum Burst Size, map the average and peak data rates to Requested Guaranteed Bitrate and Requested Maximum Bitrate, map the maximum end-to-end latency to Requested 5GS Delay, map the service bit rate to Requested Guaranteed Bitrate, and manage the temporal invalidity condition (start-time, end-time).
SMF: authorizes the AF request to change PDU Type for the PDU Sessions of UE group member for a group. The SMF sends PDU Session Release COMMAND to UE indicating that re-establishment of the PDU Session is required.
PCF: triggers QoS Notification Control for Requested 5GS PDB or Requested Guaranteed Bitrate or Requested packet error rate respectively. 
RAN: When the Requested 5GS PDB or Requested Guaranteed Bitrate or Requested packet error rate is no longer fulfilled , the RAN reports that the "PDB can no longer be guaranteed" along with the measured PDB, or "GBR can no longer be guaranteed" along with the measured bit rate, or "PER can no longer be guaranteed" along with the measured packet error rate.
* * * * End of changes * * * *
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