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1	Background
According to S2-2201854 [1], 5GS information exposure to application for application layer AI/ML operation is approved with the following issues. 
· Whether and what assistance information and events are exposed from 5GS to AF, more specifically, the prediction of UE and/or network conditions and performance (e.g. location, QoS, load, Congestion, etc.) as described in TS 22.261[x]? How?
Besides, one aspect of KI# QoS and Policy enhancment for AI/ML traffic mentioned in [2]
· Whether the current QoS model defined in 23.501 clause 5.7 and policy framework defined in 23.503 provides support to assist the application AI/ML operation to be informed to changing network conditions in a timely manner. If not, what enhancements are needed.
In this paper, 5GS information exposure to application is discussed and data rate monitoring scheme is proposed. 
2	Discussion
In TR 22.874[3], the device executes the inference up to a specific CNN layer and sends the intermediate data to the network server for AI/ML splitting operation.The intermediate data size transferred from UE to the AI/ML application server depends on the location of the split point. Assume that the 227x227 images from a video stream with 30 frames per second (FPS) need to be classified. With AlexNet model, the requested UL data rate for different split points ranges from 4.8 to 65 Mbit/s (listed in Table 1). Different AI/ML model has different requirement of UL data rate based on different split points. 

	Split point
	Approximate output data size (MByte)
	Required UL data rate (Mbit/s)

	Candidate split point 0
(Cloud-based inference)
	0.15
	36

	Candidate split point 1
(after pool1 layer)
	0.27
	65

	Candidate split point 2
(after pool2 layer)
	0.17
	41

	Candidate split point 3
(after pool5 layer)
	0.02
	4.8

	Candidate split point 4
(Device-based inference)
	N/A
	N/A


Table 1. Required UL data rate for different split points of AlexNet model for video recognition @30FPS
Observation 1: for AI/ML model splitting, the required UL data rate depends on the AI/ML model, model split point, image resolution and the frame rate for the image recognition. That is, awareness of UL data rate at AI/ML application server is beneficial for it to determine the AI/ML model and splitting point.
Image recognition is an area where a rich set of pre-trained AI/ML models are available. Due to the limited storage resource in device, the device needs to download the AI/ML model from the network before the image recognition task can start. The typical sizes of typical Deep Neural Network (DNN) models for image recognition are listed in Table 2.
	DNN model for image recognition
	Number of parameters (Million)
	32 bits per parameter
	8 bits per parameter

	
	
	Size of the model (MByte)
	Required DL data rate (Mbit/s)
	Size of the model (MByte)
	Required DL data rate (Mbit/s)

	AlexNet [7]
	60
	240
	1920
	60
	480

	VGG16 [8]
	138
	552
	4416
	138
	1104

	ResNet-152 [18]
	60
	240
	1920
	60
	480

	ResNet-50 [18]
	25
	100
	800
	25
	200

	GoogleNet [9]
	6.8
	27.2
	217.6
	6.8
	54.4

	Inception-V3 [23]
	23
	92
	736
	23
	184

	1.0 MobileNet-224 [19]
	4.2
	16.8
	134.4
	4.2
	33.6


Table 2. Sizes of typical image-recognition models and required DL data rates for downloading in 1s
As shown in Table 2, if the downloading latency is 1s, the required DL data rate ranges from 134.4 Mbps to 1.92Gbpsin case of 32-bit parameters. In case of 8-bit parameters, the required DL data rate can be limited to 33.6Mbps~1.1Gbps.
Observation 2: for AI/ML model downloading, the required DL data rate depends on the AI/ML model and the size of parameter. That is, awareness of DL data rate at AI/ML application server is beneficial for it to determine the AI/ML model and size of parameter. 
Proposal 1: it is proposed 5GS to expose supported UE UL/DL data rate relevant to AI/ML operation to an authorized third party.
In this paper, it is assumed that AI/ML application server makes decision on AI/ML operation. There’re mainly two uses cases based on whether AI/ML application server needs UE UL/DL data rate to make the initial decision.  
· 1) AI/ML application server needs 5GS to provide the supported UL/DL data rate to make the decision on AI/ML operation, e.g., to determine the splitting point for AI/ML model splitting, or to determine the AI/ML model and the size of parameter for AI/ML model downloading. 
· 2)AI/ML application server makes decision for AI/ML operation, and it provides 5GS the required UL/DL data rate as the QoS requirement
Proposal 2: it is proposed authorized third party to provide required UE UL/DL data rate relevant to AI/ML operation as the QoS requirement.
If the AI/ML operation last for a short time, e.g., 1s, then one single report of UL/DL data rate from 5GS is enough. Otherwise, data rate monitoring should be performed and feedback to AI/ML application server in order to enable adaptive AI/ML operation, which reflects the changing network conditions in a timely manner. Data rate monitoring is performed by RAN node, which estimates the supported UL/DL data rate based on the channel condition between RAN node and UE, the bandwidth available for the UE and other factors. 
Proposal 3: it is proposed to design data rate monitoring scheme to enable adaptive AI/ML operation. 
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4 Proposal
[bookmark: _Toc510607461]* * * * Start of Change * * * *
[bookmark: _Toc510607467][bookmark: _Toc518306726]6.X	Solution #X: <5GS information exposure for AI/ML operation >
6.X.1	Description
Awareness of UE UL/DL data rate at AI/ML application server is beneficial for it to make decision on AI/ML operation. RAN node estimates the supported UL/DL data rate based on the channel condition between RAN node and UE, the bandwidth available for the UE and other factors. In order to enable 5GS to perform data rate monitoring for AI/ML operation, AF provides 5GS data rate monitoring request information. Data rate monitoring request information may include the following parameters, 
· The direction of data rate monitoring, e.g., UL, DL, or both
· Data rate reporting levels 
· Data rate reporting periodicity
Besides, the required UL/DL data rate may be optionally provided as the QoS requirement, which may be contained in data rate monitoring information or not. 
[bookmark: _Hlk99118660]The solution relies on the Setting up an AF session with required QoS procedure and PDU Session Modification procedure in clause 4.15.6.6 and 4.3.3.2 respectively in TS 23.502 [3] to provision the data rate monitoring request informaiton to the RAN node. Besides, the existing QoS monitoring scheme can be reused for data rate monitoring configuration and reporting. 
6.X.2	Procedures
6.X.2.1	data rate monitoring scheme


 
Figure 6.x.2.1 data rate monitoring procedure
0. the AI/ML application of UE requests for connectivity. 
1. UE triggers PDU session establishment procedure according to clause 4.3.2.2.1 in TS 23.502. 
2. The AI/ML application of UE communicates with AF/App server. E.g., UE may provide the requested AI/ML model, the available AI/ML model in UE, the available computation and energy resource, memory limitation etc. Besides, UE may also provide AI/ML application server the supported UL/DL data rate based on the measurement results.
3. (Optional) AF/App server makes decision on AI/ML operation based on UE’s input and its own conditions. E.g., AF/App server determines the splitting point for AI/ML model splitting, or determine the AI/ML model and the size of parameter for AI/ML model downloading. Alternatively, AF/App server decides to request for input from 5GS before making the decision on AI/ML operation. 
4. Based on the AI/ML operation, AF/App server provision data rate monitoring informaiton and optionally the required UL/DL data rate (provided if step 3 exists) to PCF via NEF based on Setting up an AF session with required QoS procedure in clause 4.15.6.6 in TS 23.502. The data rate monitoring request can be regarded as the AF subscribes to events of DATA_RATE_MONITORING. Alternatively, AF shall subscribe to events of DATA_RATE_MONITORING in AF request separately.
5. PCF initiates SM Policy Association Modification procedure as defined in TS 23.502 clause 4.16.5.2 to notify SMF about the modification of policies, which further triggers PDU session modification procedure. PCF includes the data rate monitoring request information (and optionally the required UL/DL data rate) in the PCC rules provided to SMF.
6. SMF configures RAN node to perform data rate monitoring request (or provides RAN node with the required UL/DL data rate) via AMF. The N2 SM information contains QFI(s), the data rate monitoring request ( or the required UL/DL data rate optionally). The data rate monitoring request (together with the required UL/DL data rate optionally) can be associated with PDU session or QoS flow. 
7. RAN node performs data rate monitoring for the PDU session or QoS flow as requested by the network. The current reporting mechanism for QoS monitoring of packet delay can be reused for data rate monitoring.
8. Similar as the existing QoS monitoring scheme, RAN node reports data rate monitoring results to PSA UPF in the UL data packets or UL dummy packets. 
9. UPF sends the data rate monitoring results to SMF based on N4 Session Level Reporting procedure. SMF exposes the data rate monitoring results to AF/App server. E.g., SMF triggers Nsmf_EventExposure_Notify with data rate monitoring results. New event should be defined for data rate monitoring.  
10. AF/App server makes decision on AI/ML operation based on 5GS’s input and its own conditions. E.g., AF/App server may change the splitting point for AI/ML model splitting, or change the size of parameter for AI/ML model downloading. 
NOTE: If the SMF receives the indication of direct event notification from the PCF and the SMF determines that the L-PSA UPF supports such reporting, the SMF sends data rate monitoring parameters and associated them with the target local NEF or local AF address to the L-PSA UPF via N4 rules. L-PSA UPF obtains data rate monitoring results from NG-RAN node and sends the notification related with data rate monitoring results over Nupf_EventExposure_Notify service operation to local NEF/AF. alternatively, L-PSA UPF obtains data rate monitoring results from NG-RAN node and sends the notification related with data rate monitoring results over Nupf_EventExposure_Notify service operation to local NEF/AF.
6.X.3	Impacts on services, entities and interfaces
[bookmark: _Hlk99376955]The proposed solution is based on Rel-17 procedures but some enhancements may be needed to make it possible for the data rate monitoring scheme, such as:
AF:
· Include data rate monitoring request information in AF request
· Subscribe events of DATA_RATE_MONITORING
PCF:
· Include data rate monitoring request informaiton in PCC rules
SMF：
· Include data rate monitoring request information in N2 SM inforamtion towards RAN node
· Expose data rate monitoring results to AF
UPF:
· Expose data rate monitoring results to local NEF/AF
RAN:
· Send data rate monitoring results to SMF over control plane or user plane

* * * * End of Change * * * *
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